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Unit- 1: Functions of Two and Three Variables 
======================================================================== 

Functions of Two Variables:  

A relation f : R
2 
→ R is said to be a function of two variables x and y if every point  

(x, y) in R
2
 associates a unique real variable z i.e. f (x, y) = z in R. 

Functions of Three Variables:  

A relation f : R
3 
→ R is said to be a function of three variables x, y and z if every point  

(x, y, z) in R
3
 associates a unique real variable w i.e. f (x, y, z) = w in R. 

Neighbourhood of a point:  

A set  N(a, b) = {(x, y) / √(   )  (   )  <  } is called   neighbourhood of 

a point (a, b) in xy-plane. Which is circle with centre at point (a, b) and radius    
Deleted Neighbourhood of a point: 

A set  N'(a, b) = {(x, y) /   √(   )  (   )  <  } is called deleted   

neighbourhood of a point (a, b) in xy-plane. 

Limit of a function:  

If for a arbitrarily small   > 0, there exist   > 0 depends on   such that  

| (   )   | <   whenever 0 < √(   )  (   )  <   or   |   |     

      |   |   . Then l is said to be limit of f (x, y) as (x, y) → (a, b).  

Denoted by    
(  y) (a  )

f (x, y) = l or    
   
   

 (   )      

This limit is also called double limit or simultaneous limit. 

Algebra of Limits: 

If    
(  y) (a  )

f (x, y) = l and    
(  y) (a  )

g(x, y) = m then 

i)    
(  y) (a  )

,f (x, y)    (   )- = l   m 

ii)    
(  y) (a  )

,f (x, y) (   )- = lm 

iii)    
(  y) (a  )

, 
 (   )

 (   )
- = 

 

 
 provided m   0 

iv)    
(  y) (a  )

√ (   ) 
 = √ 

 
 

Existence of Limit: 

i) Limit is exists, if along any path limit is same. 

ii) Limit is not exists, if along different paths we get different limits. 

Observation: 

i) In general if given function contain trigonometric terms or given function is the 

rational function which is not homogenous of degree 0 and its denominator is in 

powers of x
2
 + y

2
 then its limit is exist and it is always 0 as (x, y) →(0, 0). 

Which is shown by using  -   definition and inequalities  

| |   √      | |   √     . 
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ii) To prove limit is not exist, we take two paths, first path is y = 0 and choose 

second path y = f (x) such that degree of numerator and denominator becomes 

same and having different limit than path y = 0. 

=============================================================== 

Ex. Evaluate    
(  y) (a  )

   

   
 

Sol. Let L =    
(  y) (a  )

   

   
 

        For the path x = a, we have 

 L =    
   

   

   
 = 0 

        But we observed that for the path y = b, 

 L =    
   

   

   
  does not exists. 

        Hence    
(  y) (a  )

   

   
 does not exists. 

=============================================================== 

Ex. Let f (x, y) = 
      

      
, when (x, y)   (0, 0). Evaluate    

(  y) (  0)
  (   ) 

Sol. Let L =    
(  y) (  0)

  (   ) =    
(  y) (  0)

     

     
 

       For the path y = 0, we have 

 L =    
  0

 
    

    
 =    

  0
 1 = 1 ∵  x    

       For the path x = 0, we have 

 L =    
  0

 
    

    
  

    =    
  0

 (-1)      ∵  y    

    = -1 

      For two different paths we get two different limits. 

           
(  y) (  0)

  (   ) does not exists. 

=============================================================== 

Ex. Let f (x, y) = 
     

   
, when x   y and f (x, y) = 0 when x = y .  

       Evaluate    
(  y) (  0)

  (   ) 

Sol. Let L =    
(  y) (  0)

  (   ) =    
(  y) (  0)

     

   
 

       For the path y = 0, we have 

 L =    
  0

 
    

   
 =    

  0
 x2

 = 0 

       For the path y = x x
3
, we have 

 L =    
  0

 
   (    ) 

  (    )
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    =    
  0

 
  ,  (    ) -

  
  

    =    
  0

 [1+(1   )3
] ∵  x    

    = 2 

      For two different paths we get two different limits. 

           
(  y) (  0)

  (   ) does not exists. 

=============================================================== 

Ex. Evaluate    
(  y) (  0)

   (    )

   
 

Sol. Let L=    
(  y) (  0)

   (    )

   
 

        For the path y = 0, we have 

 L =    
  0

 
   (    )

   
 

    =    
  0

     ( 
     

  
) 

    = 0 x 1 

    = 0 

       For the path x = 0, we have 

 L =    
  0

 
   (   )

   
  

    =    
  0

 
    

 
  

    = 1 

      For two different paths we get two different limits. 

           
(  y) (  0)

    (    )

   
 does not exists. 

=============================================================== 

Ex. Evaluate    
(  y) (  0)

   (    )

   
 

Sol. Let L=    
(  y) (  0)

   (    )

   
 

        For the path y = 0, we have 

 L =    
  0

 
   (    )

   
 

    =    
   

     ( 
     

  
) 

    = 0 x 1 
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    = 0 

       For the path x = 0, we have 

 L =    
  0

 
   (   )

   
  

    =    
  0

 
    

 
  

    = 1 

      For two different paths we get two different limits. 

           
(  y) (  0)

   (    )

   
 does not exists. 

=============================================================== 

Ex. Evaluate    
(  y) (  0)

   (     )

   
 

Sol. Let L=    
(  y) (  0)

   (     )

   
 

        For the path y = 0, we have 

 L =    
  0

 
   (    )

   
 

    =    
  0

 
      

  
 

    = 0 x 1 

    = 0 

       For the path y =     , we have 

 L =    
  0

 
   ,    (    ) -

  (   – )
  

    =    
  0

 
    *  ,   (   ) -+

  
  

    =    
  0

 
    *  ,   (   ) -+

  ,   (   ) -
,   (   ) - 

    = (1) x [1+(-1)
2
] 

    = 2 

      For two different paths we get two different limits. 

           
(  y) (  0)

    (     )

   
 does not exists. 

=============================================================== 

Ex. Evaluate    
(  y) (  0)

   

     
 

Sol. Let L=    
(  y) (  0)
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        For the path y = 0, we have 

 L =    
  0

 
 

    
 = 0 

       For the path y
3
 = x, we have 

 L =    
  0

 
  

     
  

    =    
  0

 
  

   
  

    =    
  0

 
 

 
 ∵  x    

    = 
 

 
 

      For two different paths we get two different limits. 

           
(  y) (  0)

   

     
 does not exists. 

=============================================================== 

Ex. Evaluate the limit, if it exists, for the following function  

( ,)  
   

     
, 𝑖   4

+ 2 
≠ 0, 

 = 0, 𝑖    =   = 0.  

Sol. Let L=    
(  y) (  0)

   

     
 

        For the path y = 0, we have 

 L =    
  0

 
 

    
 = 0 

       For the path y = x
2
, we have 

 L =    
  0

 
  

     
  

    =    
  0

 
  

   
  

    =    
  0

 
 

 
 ∵  x    

    = 
 

 
 

      For two different paths we get two different limits. 

           
(  y) (  0)

   

     
 does not exists. 

=============================================================== 

Ex.  Let f ( , y) =   sin
 

 
 +   sin

 

 
 ,    ≠ 0. Show that    

(  y) (  0)
 ( , y) = 0.  

Sol.  Let f ( , y) =   sin
 

 
 +   sin

 

 
 ,    ≠ 0. 
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        Here we use     definition of limit, to find the limit of given function. 

         Consider 

   | (   )   | = |     
 

 
        

 

 
| 

        |     
 

 
|  |     

 

 
| 

        | | |   
 

 
|  | | |   

 

 
| 

        | |  | |     ∵    |   
 

 
|     and  |   

 

 
|     

                                     √          ∵    | |   √      and | |  √      

            | (   )   |    √      <   

Now  √      <     √      < 
 

 
 

By taking 
 

 
 =  , we get, for         

 

 
   

such that | (   )   |  <   whenever 0 < √        

         definition of limit, we get 

    
(  y) (  0)

f (x, y) = 0.  

Hence proved. 

=============================================================== 

Repeated Limits:  

Let f (x, y) be any real valued function defined in some deleted neighborhood of 

point (a, b) then    
   

,   
   

f (x, y)] and    
   

,   
   

f (x, y)] are called repeated limits or iterated 

limits. 

Remark: 

i) Repeated limits of any function may or may not be equal. 

ii) If repeated limits of a given function are not equal then simultaneous limit of a 

function does not exist. 

iii) If repeated limits of a given function are equal then simultaneous limit of a 

function may or may not be exist. 

iv) If simultaneous limit of a given function exist then repeated limits are equal. 

=============================================================== 

Ex. Let f (x, y)  
    

          
 , if (x, y)

 
≠ (0, 0). Verify that,  oth repeated limits exist    

      and are equal  ut simultaneous limit does not exist as (x, y) → (0, 0). 

Sol. Let f (x, y)  
    

          
, if (x, y)

 
≠ (0, 0). 

       First we find repeated limits of given function as follows. 
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,   
   

 f (x, y)] =    
   

,   
   

    

          
] =    

   
 
 

  
 = 0 

      &     
   

,   
   

 f (x, y)] =    
   

,   
   

    

          
] =    

   

 

  
 = 0 

      i.e. both repeated limits exists and are equal. 

      Now to find simultaneous limit, denote 

      L =    
(  y) (  0)

 f (x, y) =    
(  y) (  0)

 
    

          
  

      For the path y = 0, we have 

 L =    
   

 
 

    
 = 0 

      For the path y = x, we have 

 L =    
   

 
  

        
  

    =    
   

 
  

  
  

    =    
   

   ∵  x    

    = 1 

      For two different paths we get two different limits. 

           
(  y) (  0)

    

          
 does not exists. 

      Hence it is verified that, both repeated limits exist and are equal but      

      simultaneous limit does not exist as (x, y) → (0, 0). 

=============================================================== 

Ex. Show that, both repeated limits exists but simultaneous limit does   

      not exist for f (x, y)  
     

     
 

Sol. Let f (x, y)  
     

     
 

       First we find repeated limits of given function as follows. 

   
   

,   
   

 f (x, y)] =    
   

,   
   

     

     
]  

                          =    
   

 
    

    
 =    

   
(  )         ∵  y    

      &     
   

,   
   

 f (x, y)] =    
   

,   
   

     

     
]  

                                     =    
   

    

    
 =    

   
      ∵  x    

       i.e. Repeated limits exists. 

      Now to find simultaneous limit, denote 
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      L =    
(  y) (  0)

 f (x, y) =    
(  y) (  0)

 
     

     
  

      For the path y = 0, we have 

 L =    
   

 
    

    
  

    =    
   

  ∵  x    

                  

      For the path x = 0, we have 

 L =    
   

 
    

    
  

    =    
   

 (-1)  ∵  y    

     = -1 

      For two different paths we get two different limits. 

           
(  y) (  0)

     

     
  does not exists. 

      Hence proved that, repeated limits exist but simultaneous limit does not exists. 

=============================================================== 

Continuity of a function: 

 A function f (x, y) is said to be continuous at point (a, b) if f (a, b) is defined, 

   
(  y) (   )

f (x, y) is exist and    
(  y) (   )

f (x, y) = f (a, b). 

Remark: 

A function f (x, y) is discontinuous at point (a, b) if f (a, b) is not defined or 

   
(  y) (   )

f (x, y) is not exist or    
(  y) (   )

f (x, y)   f (a, b). 

=============================================================== 

Ex. Investigate for continuity the function  

f ( , y)  
   

     
 , 𝑖  (x, y)

 
≠ (0, 0) 

f (0, 0) = 0.  

Sol. Let f (x, y)  
   

     
 ,𝑖  (x, y)

 
≠ (0, 0) 

   f (0, 0) = 0………(i) 

       Let L=    
(  y) (  0)

 f (x, y) =    
(  y) (  0)

   

     
 

       For the path y = 0, we have 

 L =    
  0

 
 

    
 = 0 

       For the path y = x
2
, we have 
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 L =    
  0

 
  

     
  

    =    
  0

 
  

   
  

    =    
  0

 
 

 
 ∵  x    

    = 
 

 
 

      For two different paths we get two different limits. 

           
(  y) (  0)

f (x, y) does not exists. 

      Hence f (x, y) is not continuous at (0, 0). 

=============================================================== 

Ex. Show that the function 

f ( ,  ) = 
  

√     
, 𝑖  (x, y) ≠ (0, 0) 

  = 0, 𝑖  ( ,  ) = (0, 0) 

    is continuous at the origin. 

Proof. Let f ( ,  ) = 
  

√     
, 𝑖  (x, y) ≠ (0, 0) 

         = 0, 𝑖  ( ,  ) = (0, 0) 

        i.e. f (0, 0) = 0………..(i) 

       Consider 

      | (   )   | = |
  

√     
| = 

|  |

√     
 = 

| || |

√     
 

             
√     √     

√     
 ∵    | |   √      and | |  √      

                 | (   )   |  √      <   

Here √      <     

  By taking   =  , we get, for              

such that | (   )   |  <   whenever 0 < √        

         definition of limit, we get 

    
(  y) (  0)

f (x, y) = 0 = f (0, 0) by equation (i).  

Hence given function is continuous at (0, 0) is proved. 

=============================================================== 

Ex. Show that the function f ( ,  ) =   
     

     
, (x, y) ≠ (0, 0) and f (0, 0) = 0  

       is continuous at origin. 

Proof. Let f ( ,  ) =   
     

     
, (x, y) ≠ (0, 0) 

  and f (0, 0) = 0………..(i) 

       Consider 
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      | (   )   | = |  
     

     
|  

       = | || | |
     

     
| 

           √     √      

           ∵    | |   √     , | |  √      &|
     

     
|    

                 | (   )   |        <   

Now       <      √      < √  

  By taking √  =  , we get, for         √  > 0 

such that | (   )   |  <   whenever 0 < √        

         definition of limit, we get 

    
(  y) (  0)

f (x, y) = 0 = f (0, 0) by equation (i).  

Hence given function is continuous at origin is proved. 

=============================================================== 

Ex.  Let f ( , y) = y +   sin(
 

 
), if   ≠ 0 and f( , 0) = 0. Show that f is continuous at (0, 0) 

Proof.  Let f ( , y) = y +   sin(
 

 
), if   ≠ 0 and f( , 0) = 0. 

              f (0, 0) = 0……..(i)  is defined. 

            Consider 

   | (   )   | = |        
 

 
| 

        | |  |     
 

 
| 

        | |  | | |   
 

 
| 

        | |  | |     ∵   |   
 

 
|     

                                     √          ∵    | |   √      and | |  √      

            | (   )   |    √      <   

Now  √      <     √      < 
 

 
 

By taking 
 

 
 =  , we get, for         

 

 
   

such that | (   )   |  <   whenever 0 < √        

         definition of limit, we get 

    
(  y) (  0)

f (x, y) = 0 = f (0, 0) by equation (i).  

Hence given function is continuous at (0, 0) is proved. 

=============================================================== 
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Partial Derivative: 

 If     
  0

 
 (        )   (      )  

 
 is exist, then it said to be partial derivative of f (x, y)  

w. r. to x and is denoted by fx(x, y) or  
  

  
. 

Note: First order partial derivatives of f (x, y) w. r. to x and y at point (a, b) are 

[
  

  
](a, b) = fx(a, b) =    

  0
 
 (        )   (      )  

 
 and [

  

  
](a, b) =fy(a, b) =    

  0
 
 (        )   (      )  

 
 

=============================================================== 

Ex. If u = x
3
z + xy

2
 – 2yz then find 

  

  
 , 

  

  
 , 

  

  
 at point (1, 2, 3) 

Sol. Given u = x
3
z + xy

2
 – 2yz 

       Differentiating partially w. r. to x, y and z, we get 

 
  

  
 = 3x

2
z + y

2
 – 0 = 3x

2
z + y

2
 

 
  

  
 = 2xy – 2z 

      & 
  

  
 = x

3
 – 2y 

      At point (1, 2, 3), we have 

 [
  

  
](1, 2, 3) = 3(1

2
)(3) + 2

2
 = 9 + 4 = 13 

 [
  

  
](1, 2, 3) = 2(1)(2) – 2(3) = 4 – 6 = -2  

      & [
  

  
](1, 2, 3) = 1

3
 – 2(2) = 1 – 4 = -3 

=============================================================== 

Ex. Find the first order partial derivative of u = e
x
sinxy 

Sol. Given u = e
x
sinxy 

       Differentiating partially w. r. to x and y, we get 

 
  

  
 = e

x
sinxy + ye

x
cosxy 

      & 
  

  
 = xe

x
cosxy 

=============================================================== 

Ex. Find the first order partial derivative of u = tan
-1 

 
 

Sol. Given u = tan
-1 

 
  

       Differentiating partially w. r. to x and y, we get 
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 = 

 

  ( 
 

 
) 

 (
  

  
)= 

  

     
 

      & 
  

  
 = 

 

  ( 
 

 
) 

 ( 
 

 
 )= 

 

     
 

=============================================================== 

Ex. Find the first order partial derivative of u = log (x
2
+y

2
+z

2
) 

Sol. Given u = log (x
2
+y

2
+z

2
)  

       Differentiating partially w. r. to x, y and z, we get 

 
  

  
 = 

 

        
 (2x) = 

  

        
 

 
  

  
 = 

 

        
 (2y) = 

  

        
 

      & 
  

  
 = 

 

        
 (2z) = 

  

        
 

=============================================================== 

Ex. If u = x
2
y + y

2
z + z

2
x then show that  

  

  
 + 

  

  
 + 

  

  
 = (x + y + z)

2 

Proof. Given u = x
2
y + y

2
z + z

2
x 

          Differentiating partially w. r. to x, y and z, we get 

 
  

  
 = 2xy + z

2 

 
  

  
 = x

2
 + 2yz 

      & 
  

  
 = y

2
 + 2zx 

      Adding we get, 

 
  

  
 + 

  

  
 + 

  

  
 = 2xy + z

2
 + x

2
 + 2yz + y

2
 + 2zx = (x + y + z)

2
 

      Hence proved. 

=============================================================== 

Ex. If u = log (tanx + tany + tanz), prove that sin2x 
  

  
 + sin2y 

  

  
 + sin2z 

  

  
 = 2 

Proof. Given u = log (tanx + tany + tanz) 

          Differentiating partially w. r. to x, we get 

 
  

  
 = 

 

                  
 (sec

2
x) 

  sin2x 
  

  
 = 

           

                  
 

         = 
         

                  
 (

 

     
) 
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  sin2x 
  

  
 = 

      

                  
 

   Similarly 

sin2y 
  

  
 = 

     

                  
 & sin2z 

  

  
 = 

     

                  
 

  Adding we get, 

  sin2x 
  

  
 + sin2y 

  

  
 + sin2z 

  

  
 = 

                      

                  
 = 2 

  Hence proved. 

=============================================================== 

Ex. Let f ( ,  ) = 
  

      
, 𝑖  (x, y) ≠ (0, 0) 

     = 0, 𝑖  ( ,  ) = (0, 0) 

      Show that both the first order partial derivatives exist at (0, 0), but the function    

      is not continuous there at. 

Proof. Let f ( ,  ) = 
  

      
, 𝑖  (x, y) ≠ (0, 0) 

         = 0, 𝑖  ( ,  ) = (0, 0) 

 i.e. f (0, 0) = 0…….(i) is defined. 

 First we find partial derivatives at point (0, 0)  

 fx(0, 0) =    
   

 
 (        )   (      )  

 
 =    

   
 
       

 
 = 0 

      & fy(0, 0) =    
   

 
 (        )   (      )  

 
 =    

   
 
       

 
 = 0 

 i.e. both partial derivatives exist at point (0, 0). 

 To find limit of a function denote 

 L =    
(   ) (   )

f (x, y) =    
(   ) (   )

  

      
 

 For the path y = 0, we have 

 L =    
  0

 
 

    
 = 0 

       For the path y = x, we have 

 L =    
  0

 
  

     
  

    =    
  0

 
 

 
 ∵  x    

    = 
 

 
 

      For two different paths we get two different limits. 

           
(  y) (  0)

f (x, y) does not exists. 

      Hence both the first order partial derivatives exist at (0, 0), but the function    

      is not continuous there at is proved. 
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Partial Derivative of Higher Order: 

 Let fx and fy are first order partial derivatives of f (x, y) which are again functions 

of x and y. By taking partial derivatives of fx and fy w. r. to x and y again and again we 

get partial derivatives of second and higher orders.  

Which are denoted by fxx, fxy, fyx, fyy, fxxx, fxxy, fxyy, fyyy etc. 

Note: i) Second order partial derivatives of f (x, y) at point (a, b) are 

fxx(a, b) = (fx)x(a, b) =    
  0

 
  (        )   (      )  

 
  

 fxy(a, b) = (fy)x(a, b) =    
  0

 
  (        )   (      )  

 
  

 fyx(a, b) = (fx)y(a, b) =    
  0

 
  (        )   (      )  

 
  

 fyy(a, b) = (fy)y(a, b) =    
  0

 
  (        )   (      )  

 
  

ii) fxy(a, b) and fyx(a, b) may or may not be equal. 

Working Rule to find fxy(0, 0) and fyx(0, 0): 
i) Find f (0, 0), f (h, 0), f (0, k) and f (h, k). 

ii) Find fx(0, k) =    
   

 
 (        )   (      )  

 
 and fx(0, 0) 

        fy(h, 0) =    
   

 
 (        )   (      )  

 
 and fy(0, 0) 

iii) Find fxy(0, 0) = (fy)x(0, 0) =    
  0

 
  (      )   (      )  

 
  

     & fyx(0, 0) = (fx)y(0, 0) =    
  0

 
  (      )   (      )  

 
  

=============================================================== 

Ex. Let f ( ,  ) =   
     

     
, (x, y) ≠ (0, 0) and f (0, 0) = 0.  

       Prove that fxy(0, 0)   fyx(0, 0). 

Proof. Let f ( ,  ) =   
     

     
, (x, y) ≠ (0, 0) and f (0, 0) = 0 

    i) f (0, 0) = 0, f (h, 0) = 0, f (0, k) = 0 and f (h, k) =   
     

     
 

ii) fx(0, k) =    
   

 
 (        )   (      )  

 
  

     =    
   

 
 

 
*   

     

     
 - 0} 

 =    
   

  
     

     
   

 =  
    

    
 

   𝑖    fx(0, k) =  k 

         fx(0, 0) = 0 
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and fy(h, 0) =    
   

 
 (        )   (      )  

 
  

          =    
   

 
 

 
*   

     

     
 - 0} 

 =    
   

  
     

     
   

 =  
    

    
 

   𝑖    fy(h, 0) = h 

         fy(0, 0) = 0 

iii) Now fxy(0, 0) = (fy)x(0, 0) =    
  0

 
  (      )   (      )  

 
  

     =    
  0

 
       

 
  

     =    
  0

    ∵  h    

  =  ………(i) 

           & fyx(0, 0) = (fx)y(0, 0) =    
  0

 
  (      )   (      )  

 
 

      =    
  0

 
        

 
  

    =    
  0

 (  )   ∵  k    

     i.e. fyx(0, 0) =    ……….(ii) 

  By equation (i) and (ii), fxy(0, 0)   fyx(0, 0) is proved. 

=============================================================== 

Ex. Let f ( ,  ) = 
    

     
, (x, y) ≠ (0, 0) and f (0, 0) = 0.  

       Show that fxy(0, 0)   fyx(0, 0). 

Proof. Let f ( ,  ) = 
    

     
, (x, y) ≠ (0, 0) and f (0, 0) = 0 

     i) f (0, 0) = 0, f (h, 0) = 0, f (0, k) = 0 and f (h, k) = 
    

     
 

ii) fx(0, k) =    
   

 
 (        )   (      )  

 
  

     =    
   

 
 

 
* 

    

     
 - 0} 

    =    
   

 
   

     
  

 = 
 

    
 

   𝑖    fx(0, k) = 0 

         fx(0, 0) = 0 

  and fy(h, 0) =    
   

 
 (        )   (      )  
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           =    
   

 
 

 
* 

    

     
 - 0} 

=    
   

 
   

     
   

= 
 

    
 

  𝑖    fy(h, 0) = 0 

        fy(0, 0) = 0 

iii) Now fxy(0, 0) = (fy)x(0, 0) =    
  0

 
  (      )   (      )  

 
  

     =    
  0

 
       

 
  

  = 0………(i) 

     & fyx(0, 0) = (fx)y(0, 0) =    
  0

 
  (      )   (      )  

 
 

    =    
  0

 
       

 
  

    i.e. fyx(0, 0) =   ……….(ii) 

   By equation (i) and (ii), fxy(0, 0)   fyx(0, 0) is proved. 

=============================================================== 

Ex. Let f ( ,  ) =  2
 tan

−1
( 

 

 
 ) −  2

 tan
−1

 ( 
 

 
), 𝑖  ( ,  ) ≠ (0, 0) 

          = 0 , 𝑖  ( ,  ) ≠ (0, 0) 

      Show that     (0, 0) ≠     (0, 0). 

Sol. Let f ( ,  ) =  2
 tan

−1
( 

 

 
 ) −  2

 tan
−1

 ( 
 

 
), 𝑖  ( ,  ) ≠ (0, 0) 

                = 0 , 𝑖  ( ,  ) ≠ (0, 0) 

      i) f (0, 0) = 0, f (h, 0) = 0, f (0, k) = 0 and f (h, k) = h
2
 tan

−1
( 

 

 
 ) − k

2
 tan

−1
 ( 

 

 
) 

ii) fx(0, k) =    
   

 
 (        )   (      )  

 
  

     =    
   

 
 

 
*         ( 

 

 
 )             ( 

 

 
)   0} 

    =    
   

         ( 
 

 
 )      

   
   

     (
 

 
)

(
 

 
)

  

   
 = 0 – k (1) 

   𝑖    fx(0, k) = – k 

         fx(0, 0) = 0 

and fy(h, 0) =    
   

 
 (        )   (      )  

 
  

          =    
   

 
 

 
*         ( 

 

 
 )             ( 

 

 
)   0} 

          =    
   

    
     (

 

 
)

(
 

 
)

      
   

         ( 
 

 
)  

          = h (1)   0  

𝑖    fy(h, 0) = h 
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      fy(0, 0) = 0 

iii) Now fxy(0, 0) = (fy)x(0, 0) =    
  0

 
  (      )   (      )  

 
  

         =    
  0

 
       

 
 =    

  0
 1 ∵  h    

       =  ………(i) 

          & fyx(0, 0) = (fx)y(0, 0) =    
  0

 
  (      )   (      )  

 
 

         =    
  0

 
        

 
 =    

  0
 (  ) ∵  k    

       i.e. fyx(0, 0) =    ……….(ii) 

By equation (i) and (ii), fxy(0, 0)   fyx(0, 0) is proved. 

=============================================================== 

Ex. Examine the equality of fxy and fyx where f (x, y) = x
3
y +      

Sol. Let f (x, y) = x
3
y +     

         

       First differentiating partially w. r. to x and y, we get 

         fx = 3x
2
y + y

2    
 ………( ) 

         fy = x
3
 +     

(2xy) ………(2) 

     Differentiating equation (2) partially w. r. to x, we get 

         fxy = 3x
2
 + 2y    

+2xy    
(y

2
) 

              = 3x
2
 + 2y    

(1+xy
2
)……(3) 

     Differentiating equation (1) partially w. r. to y, we get 

        fyx = 3x
2
 + 2y    

+ y
2
     

(2xy) 

             = 3x
2
 + 2y    

(1+xy
2
) …….(4) 

     From equation (3) & (4), fxy = fyx. 

=============================================================== 

Ex. If u =  2
 tan

−1
( 

 

 
 ) −  2

 tan
−1

 ( 
 

 
), prove that 

   

    
 = 

     

     
 

Sol. Let u =  2
 tan

−1
( 

 

 
 ) −  2

 tan
−1

 ( 
 

 
) 

       First differentiating partially w. r. to y, we get 

        
  

  
 =  2  

  ( 
 

 
) 

 (
 

 
) – 2y tan

−1
 ( 

 

 
) −  2

 
 

  ( 
 

 
) 

 ( 
  

  
 ) 

           = 
  

     
 – 2y tan

−1
 ( 

 

 
) + 

   

     
 

           = 
      

     
 – 2y tan

−1
 ( 

 

 
) 

           = x – 2y tan
−1

 ( 
 

 
) 

     Now differentiating it partially w. r. to x, we get 

      
   

    
 = 1– 2y

 

  ( 
 

 
) 

( 
 

 
 ) 
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              = 1– 
   

     
 

              = 
     

     
 

      Hence proved. 

=============================================================== 

Ex. Verify that 
   

    
 = 

   

    
, if f = log ( 

     

  
 )  

Sol. Let f = log ( 
     

  
 ) = log (     )            

       First differentiating partially w. r. to x, we get 

        
  

  
 = 

  

     
 –  

 

 
 

           = 
         

 (     )
  

      
  

  
 = 

     

 (     )
 ……(i) 

Similarly  
  

  
 = 

     

 (     )
  ……(ii) 

Now by differentiating equation (ii) partially w. r. to x, we get 

      
   

    
 =  

 

 
 {

(     )(   ) (     )(  )

(     ) 
} 

              = 
 

 
 {

                  

(     ) 
}              

              = 
 

 
 {

     

(     ) 
} 

              = 
    

(     ) 
 

      Again by differentiating equation (i) partially w. r. to y, we get 

      
   

    
 =  

 

 
 {

(     )(   ) (     )(  )

(     ) 
} 

              = 
 

 
 {

                  

(     ) 
}              

              = 
 

 
 {

     

(     ) 
} 

              = 
    

(     ) 
 

Hence 
   

    
 =  

   

    
 is proved. 

=============================================================== 

Ex. If u = ( 2
+ 2

+z
2
)

-1/2
,  2

+ 2
+z

2  , show that uxx+ uyy+ uzz = 0 

Sol. Let u = ( 2
+ 2

+z
2
)

-1/2
,  2

+ 2
+z

2   

       First differentiating partially w. r. to x, we get 

         ux = -
 

 
 ( 2

+ 2
+z

2
)

-3/2
(2x) 

         ux = -x( 2
+ 2

+z
2
)

-3/2
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     Again differentiating it partially w. r. to x, we get 

         uxx = -( 2
+ 2

+z
2
)

-3/2
- x(

  

 
) ( 2

+ 2
+z

2
)

-5/2
(2x) 

              = -( 2
+ 2

+z
2
)

-5/2
( 2

+ 2
+z

2
) + 3x

2
( 2

+ 2
+z

2
)

-5/2
 

              = ( 2
+ 2

+z
2
)

-5/2
{-( 2

+ 2
+z

2
) + 3x

2
} 

        uxx = ( 2
+ 2

+z
2
)

-5/2
(2 2

- 2
-z

2
) 

    Similarly uyy = ( 2
+ 2

+z
2
)

-5/2
(2y

2
-x

2
-z

2
) & uzz = ( 2

+ 2
+z

2
)

-5/2
(2z

2
-x

2
-y

2
) 

   Adding we get, 

   uxx+ uyy+ uzz = ( 2
+ 2

+z
2
)

-5/2
(2 2

- 2
-z

2
+2y

2
-x

2
-z

2
+2z

2
-x

2
-y

2
) 

      = ( 2
+ 2

+z
2
)

-5/2
(0) 

      = 0 

   Hence proved. 

=============================================================== 

Differentiable Function: 

 The function f (x, y) is said to be differentiable at point (a, b) if the change  

  = f (a+h, b+k) – f (a, b) is expressed in the form   = Ah + Bk + h (h, k) + k (h, k), 

where A and B are constants independent of h, k and  ,         (h, k)   (0, 0). 

Differentials: 

 Let u = f (x, y) be a differentiable function of two variables x and y, then  

the differential of u is denoted by du and is defined as du = 
  

  
 dx +  

  

  
 dy.  

Approximate Value by Using Differentials: 

Approximate value of a function at point (a+h, b+k) by using differentials is given 

by f (a+h, b+k)    (   ) + hfx(   ) + kfy(   ) 

=============================================================== 

Necessary Condition For Differentiability: 

 If a real valued function f (x, y) is differentiable at point (a, b) then 

i) f is continuous at point (a, b), ii) fx(a, b) and fy(a, b) exists. 

Proof: Let a real valued function f (x, y) is differentiable at point (a, b) then for any  

point (a+h, b+k) in a neighbourhood of point (a, b), we have, 

          (       ) –    (   ) = Ah + Bk + h (h, k) + k (h, k) …….( )  

where A and B are constants independent of h, k and  ,         (h, k)   (0, 0). 

i) By taking limit (h, k)   (0, 0) on both sides of equation (1), we get, 

   
(   ) (   )

{  (       ) –    (   )} =    
(   ) (   )

*            (   )     (   )+ 

   
(   ) (   )

   (       ) –    
(   ) (   )

   (   ) = 0 

i.e.    
(   ) (   )

   (       ) –   (   ) = 0 

    
(   ) (   )

   (       )    (   ) 
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  f (x, y) is continuous at (a, b) is proved. 

ii) Putting k = 0 in equation (1), we get, 

   (     ) –    (   ) = Ah +  h (h, 0)  

           
  (     )–   (   )

 
 = A +  (h, 0)  

  Taking limit as     , we get, 

     
    

*
  (        )–   (      )

 
 }=    

    
*A +  (h, 0)} 

    fx(a, b) = A 

  Similarly we obtain 

    fy(a, b) = B 

 Thus fx(a, b) and fy(a, b) exists is proved. 

=============================================================== 

Sufficient Condition For Differentiability: 

A real valued function f (x, y) is differentiable at point (a, b) if 

i) fx is continuous at point (a, b) and ii) fy exist at (a, b). 

Proof: Let f (x, y) be a function defined in a domain D   R
2
.  

For any point (a+h, b+k) in a neighbourhood of point (a, b) we have 

          (       ) –    (   ) 

          =   (       ) –    (     )    (     ) –    (   ) …….( )  

As fx(a, b) is exist in a neighbourhood of (a, b). 

  By Lagrange’s Mean Value Theorem, 

  (       ) –    (     ) = hfx(a+ h,  +k) ……..(2) where 0 <   < 1. 

Again fx(a, b) is continuous at (a, b) 

     
(   ) (   )

fx(a+ h, b+k) = fx(a, b) 

   fx(a+ h, b+k) = fx(a, b) +  (h, k) for some function  (h, k)       (h, k)   (0, 0) 

  Equation (2) is written as 

  (       ) –    (     ) = hfx(a, b) + h (h, k)……(3) 

By condition (ii), fy(a, b) is exists. 

fy(a, b) =    
    

*
  (        )–   (      )

 
} exists. 

  
  (        ) –   (      )

 
  fy(a, b) +  (   )  

for some function  (   )       (h, k)   (0, 0) 

    (        ) –    (      ) = kfy(a, b) +    (   )………(4) 

Using equation (3) and (4) equation (1) becomes 

        hfx(a, b) + h  (h, k) + kfy(a, b) +   (   ) 

        = hfx(a, b) + kfy(a, b) + h (h, k) +   (   ) 
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where  ,         (h, k)   (0, 0). 

Hence f (x, y) is differentiable at (a, b) is proved. 

=============================================================== 

Ex. Show that the function 

f ( ,  ) = 
  

√     
, 𝑖        ≠ 0 

  = 0, 𝑖    = y = 0 

    possesses the first order partial derivatives but is not differentiable at the origin. 

Proof. Let f ( ,  ) = 
  

√     
, 𝑖        ≠ 0 

         = 0, 𝑖    = y = 0 

            i.e. f (0, 0) = 0………..(i) 

Consider 

        fx(0, 0) =    
    

  (      )–   (      )

 
 =    

    

   

 
 = 0 

   &  fy(0, 0) =    
    

*
  (      )–   (      )

 
}=    

    

   

 
 = 0 

i. e. first partial derivatives are exists. 

Suppose f (x, y) is differentiable at the origin. 

           (   ) –    (   ) = hfx(0, 0) + kfy(0, 0) + h (h, k) +   (   ) …….( ) 

where  ,         (h, k)   (0, 0). 

From equation (1), we have, 

 
  

√     
 - 0 = 0 + 0 + h (h, k) +   (   )  

i.e. 
  

√     
 = h (h, k) +   (   ) 

Putting k = h, we get, 
  

√     
 = h (h, h) +   (   ) 

 

√ 
 =  (h, h) +  (   ) 

As h      ,              
 

√ 
 = 0 which is absurd. 

  f (x, y) is not differentiable at the origin. 

=============================================================== 

Ex. Show that the function 

f ( ,  ) = 
  

     
, 𝑖        ≠ 0 

  = 0, 𝑖    = y = 0 

    possesses the first order partial derivatives but is not differentiable at the origin. 
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Proof. Let f ( ,  ) = 
  

     
, 𝑖        ≠ 0 

   = 0, 𝑖    = y = 0 

         i.e. f (0, 0) = 0………..(i) 

Consider 

        fx(0, 0) =    
    

  (      )–   (      )

 
 =    

    

   

 
 = 0 

   &  fy(0, 0) =    
    

*
  (      )–   (      )

 
}=    

    

   

 
 = 0 

i. e. first partial derivatives are exists. 

Suppose f (x, y) is differentiable at the origin. 

           (   ) –    (   ) = hfx(0, 0) + kfy(0, 0) + h (h, k) +   (   ) …….( ) 

where  ,         (h, k)   (0, 0). 

From equation (1), we have, 

 
  

     
 - 0 = 0 + 0 + h (h, k) +   (   )  

i.e. 
  

     
 = h (h, k)+   (   ) 

Putting k = h, we get, 
  

     
 = h (h, h)+   (   ) 

 

 
 =   (h, h)+  (   ) 

As h     ,              
 

 
 = 0 which is absurd. 

  f (x, y) is not differentiable at the origin. 

=============================================================== 

Ex. Discuss the continuity and differentiability at the origin of the function 

f ( ,  ) =  
  

      
, 𝑖  (x, y) ≠ (0, 0) 

  = 0, 𝑖  ( ,  ) = (0, 0) 

Sol. Let f ( ,  ) =  
  

      
, 𝑖  (x, y) ≠ (0, 0) 

     = 0, 𝑖  ( ,  ) = (0, 0) 

       i. e. f (0, 0) = 0 is defined. 

      Let L =    
(   ) (   )

f (x, y) =    
(   ) (   )

  

      
 

 For the path y = 0, we have 

 L =    
  0

 
 

    
 = 0 

       For the path y = x, we have 
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 L =    
  0

 
  

     
  

    =    
  0

 
  

   
  

    =    
  0

 
 

 
 

    = 
 

 
 

      For two different paths we get two different limits. 

           
(  y) (  0)

f (x, y) does not exists. 

         the given function f (x, y) is not continuous at (0, 0). 

    As if function is not continuous then is not differentiable. 

    Hence the given function f (x, y) is neither continuous nor differentiable at (0, 0). 

=============================================================== 

Ex. Discuss the differentiability of a function at (0, 0). 

      Where f ( ,  ) = 
     

     
, when       ≠ 0 and f (0, 0) = 0 

Proof. Let f ( ,  ) = 
     

     
, when       ≠ 0 and f (0, 0) = 0 

         fx(0, 0) =    
    

  (      )–   (      )

 
 =    

    

 

 
*
    

    
 – 0} =    

    
    

   &  fy(0, 0) =    
    

*
  (      )–   (      )

 
} =    

    

 

 
* 

    

    
 - 0} =    

    
    

i. e. first partial derivatives are exists. 

Now consider 

          (   ) –    (   ) = 
     

     
   = h(0) + k(0) + h{

  

     
+   *

  

     
+ 

 = hfx(0, 0) + kfy(0, 0) + h (h, k) +   (   ) 

Where    
  

     
,    

  

     
      (h, k)   (0, 0). 

  f (x, y) is differentiable at (0, 0). 

=============================================================== 

Ex. Using differentials find approximate value of √(    )  (    )  

Sol. Let f (x, y) = √      = (     )
 

 ⁄  

   fx(x, y) = 
 

 
 (     )

  
 ⁄ (2x) = 

 

(     )
 

 ⁄
 

             fy(x, y) = 
 

 
 (     )

  
 ⁄ (3y

2
) = 

   

 (     )
 

 ⁄
 

       Using differentials approximate value is given by 

f (a+h, b+k)    (   ) + hfx(   ) + kfy(   ) 

       By taking a = 1, b = 2, h = 0.02 and k = – 0.03 we get, 
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          f (1.02, 1.97)    (   ) + (0.02)fx(   ) + (– 0.03)fy(   ) 

      √(    )  (    )    √( )  ( )  + (0.02){ 
 

(     )
 

 ⁄
+ – (0.03){ 

 ( ) 

 (     )
 

 ⁄
} 

             3 + 
    

 
 – 

    

 
 

             3 + 0.0067 – 0.06 

 √(    )  (    )     2.9467 

=============================================================== 

Ex. Using differentials find approximate value of (3.9)
2
(2.05) + (2.05)

3
. 

Sol. Let f (x, y) = x
2
y + y

3
   fx(x, y) =     & fy(x, y) = x

2
 + 3y

2
         

       Using differentials approximate value is given by 

f (a+h, b+k)    (   ) + hfx(   ) + kfy(   ) 

       By taking a = 4, b = 2, h = – 0.1 and k = 0.05 we get, 

          f (3.9, 2.05)    (   ) + (– 0.1)fx(   ) + (0.05)fy(   ) 

       (3.9)
2
(2.05) + (2.05)

3
   {(4)

2
(2) + 2

3
} – (0.1)(2    ) + (0.05){4

2
+3 2

2
} 

           40 – 1.60 + 1.40 

 (3.9)
2
(2.05) + (2.05)

3
   39.80 

=============================================================== 

Ex. Find the approximate value of (5.12)
2
(6.85) – 3(6.85). 

Sol. Let f (x, y) = x
2
y – 3y   fx(x, y) =     & fy(x, y) = x

2
 - 3         

       Using differentials approximate value is given by 

f (a+h, b+k)    (   ) + hfx(   ) + kfy(   ) 

       By taking a = 5, b = 7, h = 0.12 and k = – 0.15 we get, 

          f (5.12, 6.85)    (   ) + (0.12)fx(   ) + (– 0.15)fy(   ) 

       (5.12)
2
(6.85) – 3(6.85)   {(5)

2
(7) - 3  } + (0.12)(2    ) – (0.15){5

2
-3} 

            154 +8.40 – 3.30 

 (5.12)
2
(6.85) – 3(6.85)   159.10 

=============================================================== 

Schwarz’s Theorem:  

 If fy exists in a neighbourood of a point (a, b) of a domain of a function f and fyx is 

continuous at (a, b) then fxy(a, b) exists, and fyx(a, b) = fxy(a, b). 

Proof: By the given conditions fx, fy and fyx all exists in a neighbourood of a point  

(a, b). Let (a+h, b+k)  be any point lies in this neighbourood. 

Let    (h, k) =   (       ) –    (     )    (     )     (   ) 

Write G(x) = f (x, b+k) – f (x, b) 
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   (h, k) = G(a+h) – G(a) 

∵   fx exists in a neighbourood of (a, b)   G(x) is differentiable in (a, a+h) with 

G'(x) = fx(x, b+k) – fx(x, b). 

  By Lagranges M.V.T. we get, 

 (h, k) = hG'(a+ h), where 0 <   < 1 

             = h{ fx(a+ h, b+k) – fx(a+ h, b)} 

Again fyx exists in a neighbourood of (a, b)   fx is differentiable in (b, b+k). 

  By Lagranges M.V.T. we get, 

 (h, k) = hkfyx(a+ h, b+  k) where 0 <   < 1 

  
 (   ) 

  
 = fyx(a+ h, b+  k) 

  
  (       ) –   (     )   (     )     (   ) 

  
 = fyx(a+ h, b+  k) 

  
 

 
*
  (       )–   (     ) 

 
 

  (     )    (   ) 

 
+ = fyx(a+ h, b+  k) 

By taking limit as k → 0 on both sides, we get, 

   (        )–    (      ) 

 
 = fyx(a+ h, b)  ∵ fy and fyx are exists in a nhd of (a, b) 

Again taking limit as h → 0 on both sides, we get, 

fxy(a, b) = fyx(a, b) 

Hence proved. 

=============================================================== 

Young’s Theorem:  

 If fx and fy both are differentiable at a point (a, b) of a domain of a function f,  

then fyx(a, b) = fxy(a, b). 

Proof: By the given conditions fx and fy both are differentiable at a point (a, b) of a  

domain of a function f. 

   fxx, fxy, fyx and fyy are exists at point (a, b) and its neighbourood. 

Let (a+h, b+h)  be any point lies in this neighbourood. 

Let    (h, h) =   (       )–    (     )    (     )     (   ) 
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Write G(x) = f (x, b+h) – f (x, b) 

   (h, h) = G(a+h) – G(a) 

∵ fx exists in a neighbourood of (a, b)   G(x) is differentiable in (a, a+h) with 

G'(x) = fx(x, b+h) – fx(x, b) 

  By Lagranges M.V.T. we get, 

 (h, h) = hG'(a+ h), where 0 <   < 1 

             = h{ fx(a+ h, b+h) – fx(a+ h, b)} 

    = h{ [fx(a+ h, b+h) – fx(a, b)] – [ fx(a+ h, b) – fx(a,  )]} ….( ) 

As fx is differentiable at point (a, b)   

fx(a+ h, b+h) – fx(a, b) =  h fxx(a, b) + hfyx(a, b) +  h  (h, h) h  (h, h) 

and fx(a+ h, b) – fx(a, b) =  h fxx(a, b) +  h  (h, 0) 

Putting these values in equation (1), we get, 

 (h, h) = h{ hfyx(a, b) +  h  (h, h)   h  (h, h) –  h  (h, 0)} 

  
 (   ) 

  
 = fyx(a, b) +    (h, h)   (h, h) –    (h, 0) 

By taking limit as h→0 on  oth sides, we get, 

   
   0

 (   ) 

  
 = fyx(a, b) ∵     ,  ,  →0 as h→0 

Similarly, if we consider H(y) = f (a+h, y) – f (a, y) and proceed as above, we can 

obtain    
   0

 (   ) 

  
 = fxy(a, b) 

  fxy(a, b) = fyx(a, b)   Hence proved. 

=============================================================== 

Note: i) If both fxy and fyx are continuous at (a, b), then fxy(a, b) = fyx(a, b). 

         ii) The conditions in Schwarz’s & Young’s Theorem are sufficient  ut they are     

            not necessary. 

=============================================================== 

Ex. Show that for the function 

f ( ,  ) =  
    

      
, 𝑖  (x, y) ≠ (0, 0) 

= 0, 𝑖  ( ,  ) = (0, 0) 

        (0, 0) =     (0, 0), even though the conditions of Schwarz’s theorem and  

    Young’s theorem are not satisfied. 

Proof: We have Let f ( ,  ) = 
    

     
, (x, y) ≠ (0, 0) and f (0, 0) = 0 
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     i) f (0, 0) = 0, f (h, 0) = 0, f (0, k) = 0 and f (h, k) = 
    

     
 

ii) fx(0, k) =    
   

 
 (        )   (      )  

 
 =    

   
 
 

 
* 

    

     
 - 0} 

    =    
   

 
   

     
 =    

   
 

 

    
 = 0 

   𝑖    fx(0, k) = 0      fx(0, 0) = 0 

  and fy(h, 0) =    
   

 
 (        )   (      )  

 
 =    

   
 
 

 
* 

    

     
 - 0} 

=    
   

 
   

     
  =    

   

 

    
 = 0 

  𝑖    fy(h, 0) = 0        fy(0, 0) = 0 

iii) Now fxy(0, 0) = (fy)x(0, 0) =    
   

 
  (      )   (      )  

 
  

         =    
  0

 
       

 
 = 0………(i) 

     & fyx(0, 0) = (fx)y(0, 0) =    
  0

 
  (      )   (      )  

 
 

    =    
  0

 
       

 
  

   i.e. fyx(0, 0) =   ……….(ii) 

By equation (i) and (ii), fxy(0, 0)   fyx(0, 0) is proved. 

Now fx(x, y) = y
2
{
(     )(  ) (  )(  )

(     ) 
} = 

    

(     ) 
 

        fyx(x, y) = 2x{
(     ) (   ) (  ) (     )(  )

(     ) 
 = 2x{

(     )(   ) (   )

(     ) 
} 

                      = 2x{
(     )

(     ) 
} = 

     

(     ) 
 

L =    
(  y) (  0)

 fyx(x, y) =    
(  y) (  0)

     

(     ) 
 

        For the path y = 0, we have 

 L =    
  0

 
 

  
 = 0 

       For the path y = x, we have 

 L =    
  0

 
   

   
  =    

  0
   = 1 

      For two different paths we get two different limits. 

           
(  y) (  0)

fyx(x, y) does not exists. 
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        fyx(x, y) is not continuous at (0, 0) i.e. condition of Schwarz’s theorem is not    

     satisfied. 

Suppose fx(x, y) is differentiable at (0, 0). 

       = fx(0+h, 0+k) - fx(0, 0) = hfxx(0, 0) + kfyx(0, 0) + h (h, k) +   (   ) …….( ) 

where  ,         (h, k)   (0, 0). 

From equation (1), we have, 

 
    

(     ) 
 - 0 = 0 + 0 + h (h, k) +   (   )  

∵   fx(0, 0) gives fxx(0, 0) = 0 & fyx(0, 0) = 0 

i.e. 
    

(     ) 
 = h (h, k) +   (   ) 

Putting k = h, we get, 

   

(     ) 
 = h (h, h) +   (   ) 

 

 
 =  (h, h) +  (   ) 

As h     ,              
 

 
  = 0 which is absurd. 

  fx(x, y) is not differentiable at (0, 0). i.e. condition of Young’s theorem is not    

satisfied. But fxy(0, 0)   fyx(0, 0). 

============================================================== 

Unit- 1: Functions of Two and Three Variables [MCQ’s] 
============================================================== 

1) A set  N(a, b) = {(x, y)/ √(   )  (   )  <  } is called       

    of a point (a, b) in xy-plane.  

a)   neighbourhood b) deleted   neighbourhood c) None of these 

2) A set  N'(a, b) = {(x, y)/   √(   )  (   )  <  } is called …………  

    of a point (a, b) in xy-plane. 

a)   neighbourhood b) deleted   neighbourhood c) None of these 

3)     
(x y) (0 0)

   

   
 along the path y = 0 is …… 

a) 0   b) 
 

 
   c) - 

 

 
  d) None of these 

4)     
(x y) (0 0)

   

   
 along the path y = 2x is …… 

a) 1   b) 
 

 
   c) - 

 

 
  d) None of these 
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5)  Along the path y = x,    
(x y) (0 0)

     

     
 =….. 

a) 1   b) 0   c) -1  d) None of these 

6)  Along the path x = 0,    
(x y) (0 0)

   (    )

   
=….. 

a) 1   b) -1   c) 0  d) None of these 

7)  Along the path y = 0,    
(x y) (0 0)

   (    )

   
=….. 

a) 1   b) -1   c) 0  d) None of these 

8)  Along the path x = 0,    
(x y) (0 0)

   (    )

   
=….. 

a) 1   b) -1   c) 0  d) None of these 

9)  Along the path y = 0,    
(x y) (0 0)

   (    )

   
=….. 

a) 1   b) -1   c) 0  d) None of these 

10)  Along the path y
3
 = x,    

(x y) (0 0)

   

     
 =…..  

a) 1   b) -1   c) 
 

 
  d) None of these 

11)  Along the path x
2
 = y,    

(x y) (0 0)

   

     
 =….. 

a) 1   b) -1   c) 
 

 
  d) None of these 

8)     
y 0

    
x 0

 x sin
 

 
 =….. 

a) 1   b) 0   c) 
 

 
  d) None of these 

9)     
y 0

,   
x 0

    

          
] =….. 

a) 1   b) 0   c) 
 

 
  d) None of these 

10) A function f(x, y) is said to be continuous at point (a, b) if f (a, b) is defined, 

   
         (x    y) (a     )

f (x, y) is exist and    
(x    y) (a     )

f (x, y) …. f (a,  ). 

a) =   b) <   c) >  d)   

11) If     
h 0

 
 (        )   (      )  

 
 is exist, then it is denoted  y…… 

a) fy(x, y)   b) fx(x, y)   c) fxx(x, y)  d) fyy(x, y) 

12) If     
k 0

 
 (        )   (      )  

 
 is exist, then it is denoted  y…… 

a) fy(x, y)   b) fx(x, y)   c) fxx(x, y)  d) fyy(x, y) 

13) If u = x
3
z + xy

2
 – 2yz then 

  

  
 at point (1, 2, 3) is………..

 

a) 13   b) -2   c) -3  d) None of these 
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14) If u = x
3
z + xy

2
 – 2yz then 

  

  
 at point (1, 2, 3) is ………. 

a) 13   b) -2   c) -3  d) None of these 

15) If u = x
3
z + xy

2
 – 2yz then 

  

  
 at point (1, 2, 3) is ………. 

a) 13   b) -2   c) -3  d) None of these 

16) If u = e
x
sinxy then 

  

  
 at point (0, 0) is ……….. 

a) 0   b) 1   c) 2  d) None of these 

17) If u = e
x
sinxy then 

  

  
 at point (0, 0) is ………… 

a) 0   b) 1   c) 2  d) None of these 

18) If u = tan
-1 

 
 then 

  

  
 = ………. 

a) 
 

     
   b) 

 

     
   c) 

  

     
  d) None of these 

19) If u = tan
-1 

 
 then 

  

  
 = ………. 

a) 
 

     
   b) 

 

     
   c) 

  

     
  d) None of these 

20) If u = log (x
2
+y

2
+z

2
) then 

  

  
 = ………. 

a) 
  

        
   b) 

  

        
   c) 

  

        
  d) None of these 

21) If u = x
2
y + y

2
z + z

2
x then 

  

  
  at (1, 0, - ) ………. 

a) 0    b) 1    c) -1   d) None of these
 

22) If u = log(                  ) then 
  

  
 = ………. 

a) 
     

                  
  b) 

     

                  
  c) 

     

                  
  d) None of these

 

23)     
h 0

 
  (        )   (      )  

 
 = …………. 

a) fxx(a, b)   b) fxy(a, b)   c) fyx(a, b)  d) fyy(a, b)
 

24)     
h 0

 
  (        )   (      )  

 
  = …………. 

a) fxx(a, b)   b) fxy(a, b)   c) fyx(a, b)  d) fyy(a, b)
 

25)     
k 0

 
  (        )   (      )  

 
 = …………. 

a) fxx(a, b)   b) fxy(a, b)   c) fyx(a, b)  d) fyy(a, b)
 

26)     
k 0

 
  (        )   (      )  

 
 = …………. 

a) fxx(a, b)   b) fxy(a, b)   c) fyx(a, b)  d) fyy(a, b)
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27) If u = f (x, y) is a differentiable function of two variables x and y, then  

     du = 
  

  
 dx +  

  

  
 dy is called ………of u.  

a) differential  b) derivative   c) partial derivative d) None of these
 

28) By differentials approximate value f(a+h, b+k) is given by  

 a)   (   )+hfx(   ) +kfx(   ) b)   (   )+hfx(   ) +kfy(   ) 

 c)   (   )+hfy(   ) +kfx(   )    d)   (   )+hfy(   ) +kfy(   ) 

29) Every continuous function f (x, y) is ……. 

a) always differentiable    b) always not differentiable 

b) may or may not be differentiable  d) None of these 

30) If fy exists in a neighbourood of a point (a, b) of a domain of a function f and fyx is      

      continuous at (a, b) then fxy(a, b) exists, and ………. 

a) fyx(a, b) = fxy(a, b)  b) fxx(a, b) = fxy(a, b) 

c) fyx(a, b) = fyy(a, b)  d) fxx(a, b) = fyy(a, b) 

============================================================== 
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Unit-2: Jacobian, Composite Functions and Mean Value Theorem 
==============================================================

Jacobians: 

If u and v are functions of two independent variables x and y, then 

J(
   

   
  = 

      

      
 = |

  

  

  

  

  

  

  

  

| is called jacobian of u and v w.r.to x and y. 

Jacobians: 

If u, v and w are functions of three independent variables x, y and z, then 

J(
     

     
 = 

        

        
 =

|
|

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

|
|
 is called jacobian of u, v and w w.r.to x, y and z. 

Note: i) J(
   

   
  J(

   

   
  = 1 i.e. J(

   

   
  = 

 

  
   

   
 
  

ii) 
      

      
 
      

      
 = 

      

      
 

Functionally Dependent Functions: Functions u, v and w of three independent 

variables x, y and z are functionally dependent or functionally related if 
        

        
 = 0 

==============================================================

Ex. If u =   , v =     find 
      

      
,  

Sol. Let u =   , v =    

  
  

  
 = 2x, 

  

  
 = 0 

 & 
  

  
 = 0, 

  

  
 = 2y 

   
      

      
 = |

  

  

  

  

  

  

  

  

| = |
   
     

| =     

==============================================================

Ex. If u = x(1-y), v =     then show that 
      

      
 = u + v. 

Proof. Let u = x(1-y), v =    

  
  

  
 = 1-y, 

  

  
 = -x 

 & 
  

  
 = y, 

  

  
 = x 
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 = |

  

  

  

  

  

  

  

  

|  

  = |
     

    
|  

  =      + xy  

  = x(1-y) + xy  

  
      

      
 = u + v. 

Hence proved. 

==============================================================

Ex. If x = rcos , y = rsin , then evaluate 
      

      
 & 

      

      
. 

Sol. Let x = rcos , y = rsin  

   
  

  
 = cos , 

  

  
 = -rsin  

 & 
  

  
 = sin , 

  

  
 = rcos  

   
      

      
 = |

  

  

  

  
  

  

  

  

| = |
          
            

| = r              = r 

 Now  
      

      
 = 

 
      

      

 gives 
      

      
 = 

 

 
. 

==============================================================

Ex. Find the value of the Jacobian 
      

      
 ,  

      where u =   -  , v = 2xy and x = rcos , y = rsin  

Sol. Let u =   -  , v = 2xy  

  
  

  
 = 2x, 

  

  
 = -2y 

 & 
  

  
 = 2y, 

  

  
 = 2x 

   
      

      
 = |

  

  

  

  

  

  

  

  

| = |
     
      

| =     + 4                    ) = 4   

Again x = rcos , y = rsin  

   
  

  
 = cos , 

  

  
 = -rsin  

 & 
  

  
 = sin , 

  

  
 = rcos  

   
      

      
 = |

  

  

  

  
  

  

  

  

| = |
          
            

| = r              = r 
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 Now    
      

      
 = 

      

      
 
      

      
 gives 

 
      

      
 = 4  .r = 4   

==============================================================

Ex. If x = rcos , y = rsin , z = z then evaluate 
        

        
. 

Sol. Let x = rcos , y = rsin , z = z 

    
  

  
 = cos , 

  

  
 = -rsin , 

  

  
 = 0 

     
  

  
 = sin , 

  

  
 = rcos   

  

  
 = 0 

& 
  

  
 = 0, 

  

  
 = 0  

  

  
 = 1 

   
        

        
 =|

|

  

  

  

  

  

  
  

  

  

  

  

  
  

  

  

  

  

  

|
|= |

           
          
   

| 

    = r              = r 

==============================================================

Ex. Verify whether the following functions are functionally dependent, and if so, find  

       the relation between them. u = 
   

    
 and v =              . 

Proof. Let u = 
   

    
 and v =               

    
  

  
 = 

              

       
  

    

       
, 

  

  
 = 

              

       
  

    

       
 

  & 
  

  
 = 

 

    
, 

  

  
 = 

 

    
   

   
      

      
 =|

  

  

  

  

  

  

  

  

| 

    = |

    

       
    

       

 

    

 

    

| 

    = 
 

       
 - 

 

       
 

             
      

      
 = 0       

Hence u = 
   

    
 and v =               are functionally dependent is proved. 

Now v =               = =      (
   

    
  =         

  u = tanv be the relation between them.  

============================================================== 
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Ex. Show that u = xy + yz + zx, v =          and w = x + y + z are functionally  

       related. 

Proof. Let u = xy + yz + zx, v =          and w = x + y + z 

    
  

  
 = y + z, 

  

  
 = x + z, 

  

  
 = y + x 

     
  

  
 = 2x, 

  

  
 = 2y  

  

  
 = 2z 

& 
  

  
 = 1, 

  

  
 = 1  

  

  
 = 1 

   
        

        
 =

|
|

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

|
|
 

        = |
         
      
   

|  

       =  |
         

   
   

| 

       =  |
               

   
   

|    by R1 + R2  

       = 2(x + y + z) |
   
   
   

|  

       = 2(x + y + z)(0)  ∵ R1 = R3 

   
        

        
 = 0       

Hence u = xy + yz + zx, v =          and w = x + y + z are functionally 

related is proved. 
============================================================== 

Ex. If u = cosx, v =          and w = sinxsinycosz then show that  
        

        
 =                     

Proof. Let u = cosx, v =          and w = sinxsinycosz 

    
  

  
 = -sinx, 

  

  
 = 0, 

  

  
 = 0 

     
  

  
 = cosxcosy, 

  

  
 = -sinxsiny  

  

  
 = 0 

& 
  

  
 = cosxsinycosz, 

  

  
 = sinxcosycosz  

  

  
 = -sinxsinysinz 
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 =

|
|

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

|
|
 

        = |
       

                  
                                     

|  

       = (-sinx)(-sinxsiny)(-sinxsinysinz) 

   
        

        
 =                           

Hence proved. 

============================================================== 

Composite Function:  

If u is a function of two variables x, y and x, y are functions of a real variable t, 

then u is said to be composite function of variable t. 

Composite Function:  

If w is a function of two variables u, v and u, v are functions of two variables x, y 

then w is said to be composite function of variables x, y. 

Chain Rule-I: If u = f (x, y) is a differential function of x, y and x = ∅(t), y = ᴪ(t) are 

differential functions of t, then composite function u = f [∅(t), ᴪ(t)] is differential 

function of t and 
  

  
 = 

  

  

  

  
 + 

  

  

  

  
  

Proof: Let   ,    and    are the increments in x, y and u respectively, corresponding to  

the increment    in t, 

  Let u = f (x, y) is a differential function of x, y. 

     = 
  

  
   

  

  
   +         =  

  

  
       

  

  
      …….. (1) 

 Where                   (0, 0). 

 Dividing equation (1) by    and taking limit as       we get,

    
    

  

  
 =    

    
 (

  

  
  )

  

  
  

  

  
   

  

  
] 

 As x = ∅(t), y = ᴪ(t) are differential functions of t, 

     
    

  

  
 = 

  

  
 ,    

    

  

  
 = 

  

  
 and every differentiable function is continuous, 

      ⟹       0 and hence      . 

    
    

  

  
 = 

  

  

  

  
 + 

  

  

  

  
  

     composite function u = f [∅(t), ᴪ(t)] is differential function of t and 

    
  

  
 = 

  

  

  

  
 + 

  

  

  

  
  is proved. 

============================================================== 
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Chain Rule-II: If w = f (u, v) is a differential function of u, v and u = ∅(x, y), v = ᴪ(x, y)  

are differential functions of x and y, then composite function w = f [∅(x, y), ᴪ(x, y)] 
is differential function of x and y and its partial derivatives are given by 

   
  

  
 = 

  

  

  

  
 + 

  

  

  

  
 and 

  

  
 = 

  

  

  

  
 + 

  

  

  

  
 

Proof: Let   ,    and    are the increments in u, v and w respectively, corresponding  

to the increments    in x and    in y, 

  Let w = f (u, v) is a differential function of two variables u, v. 

     = 
  

  
   

  

  
   +  1    1    

     =  
  

  
 +  1     

  

  
  1    ……..(1)  

 Where  1,  1              (0, 0). 
 Again u = ∅(x, y), v = ᴪ(x, y) are differential functions of x and y 

      = 
  

  
   

  

  
   +  2    2    

       = 
  

  
   

  

  
   +  3    3    

 i.e.     =  
  

  
 +  2     

  

  
  2    ………(2) 

       =   
  

  
 +  3     

  

  
  3    ……….(3) 

 Where  2,  2,  3,  3                (0, 0). 
By using equation (2) and (3) equation (1) becomes 

   =  
  

  
 +  1   

  

  
 +  2     

  

  
  2      

  

  
  1    

  

  
+ 3     

  

  
  3     

    =  
  

  

  

  
 + 

  

  

  

  
)    +  

  

  

  

  
 + 

  

  

  

  
    +         

 We observe that each term in                 at least one of  1  1   2  2,  3  3. 

        0 ⟹      . 
                                        composite function w = f [∅(x, y), ᴪ(x, y)] is 

differential function of x and y with 

  
  

  
 = 

  

  

  

  
 + 

  

  

  

  
 and 

  

  
 =  

  

  

  

  
 + 

  

  

  

  
. Hence proved. 

============================================================== 
Remark: If u = f (x, y, z) is a differential function of x, y, z and x, y, z are differential  

functions of t, then composite function u is differential function of t and 

 
  

  
 =  

  

  

  

  
 + 

  

  

  

  
  + 

  

  

  

  
. 

==============================================================

Ex. Find 
  

  
 when z = xy2 + x2y, x = at2, y = 2at  

Sol. Let z = xy
2 
+ x

2
y, x = at

2
, y = 2at. 

   
  

  
 = y

2 
+ 2xy, 

  

  
 = 2xy + x

2
, 
  

  
 = 2at & 

  

  
 = 2a 
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As z is function of x, y and x, y are functions of t. 

  z is composite function of t. 

   By using Chain Rule-I, we get, 

    
  

  
 = 

  

  

  

  
 + 

  

  

  

  
  

         = (y
2 
+ 2xy)(2at) + (2xy + x

2
)(2a) 

         = (4a
2
t
2 
+ 4a

2
t
3
)(2at) + ( 4a

2
t
3 
+ a

2
t
4
)(2a) 

         = 8a
3
t
3 
+ 8a

3
t
4 
+ 8a

3
t
3 
+ 2a

3
t
4
 

         = 16a
3
t
3 
+ 10a

3
t
4
  

         = 2a
3
t
3
(8 + 5t) 

============================================================== 

Ex. If z = f (x, y) = x
2
+y

2
 where x = t

2 
+1, y = 2t, find 

  

  
  at t = 1.  (Oct.2019) 

Sol. Let z = f (x, y) = x
2 
+ y

2
, x = t

2 
+1, y = 2t. 

   
  

  
 = 2x, 

  

  
 = 2y, 

  

  
 = 2t & 

  

  
 = 2 

As z is function of x, y and x, y are functions of t. 

  z is composite function of t. 

   By using Chain Rule-I, we get, 

    
  

  
 = 

  

  

  

  
+

  

  

  

  
  

         = (2x)(2t)+(2y)(2) 

         = 4(xt + y) 

         = 4[(t
2 
+1)t+2t] 

    
  

  
 = 4(t

3 
+ 3t) 

  At t = 1, 

  
  

  
    = 16.    

============================================================== 

Ex. Find 
  

  
 if u = x3+ y3, x = acost, y = bsint  

Sol. Let u = x3+ y3, x = acost, y = bsint. 

   
  

  
 = 3x

2
, 
  

  
 = 3y

2
, 
  

  
 = -asint & 

  

  
 = bcost. 

As u is function of x, y and x, y are functions of t. 

  u is composite function of t. 

   By using Chain Rule-I, we get, 

    
  

  
 = 

  

  

  

  
 + 

  

  

  

  
  

         = (3x
2
)( -asint) + (3y

2
)( bcost) 

         = (3a
2
cos

2
t)(-asint) + (3b

2
sin

2
t)(bcost) 

    
  

  
 = 3sintcost(b

3
sint - a

3
cost)    

============================================================== 
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Ex. If z = f (x, y) where x = rcos , y = rsin   prove that  

 
  

  
 =      

  

  
+     

  

  
 & 

  

  
 =        

  

  
 + rcos 

  

  
 

Proof. Let z = f (x, y) where x = rcos , y = rsin . 

   
  

  
 = cos    

  

  
        

  

  
 = sin  & 

  

  
 = rcos . 

As z is function of x, y and x, y are functions of r and  . 

  z is composite function of r and  . 

   By using Chain Rule-II, 

     
  

  
   

  

  

  

  
 + 

  

  

  

  
  &  

  

  
   

  

  

  

  
 + 

  

  

  

  
 , we get, 

    
  

  
 =      

  

  
 +     

  

  
 & 

  

  
 =        

  

  
 + rcos 

  

  
  

Hence proved.  

============================================================== 

Ex. If z = f (x, y)=      (
 

 
  where x = u + v, y = u - v  then show that 

  

  
 + 

  

  
 = 

   

     
 

Proof. Let z = f (x, y)=      (
 

 
  where x = u + v, y = u - v. 

   
  

  
 = 

 

   
 

 
  

 

 
  

 

     
  

   

             
 

   

       
  

    
  

  
   

 

   
 

 
  

  

  
  

  

     
 = 

      

             
 

    

       
  

   
  

  
   

  

  
   

  

  
   & 

  

  
    

As z is function of x, y and x, y are functions of u and  . 

  z is composite function of u and  . 

   By using Chain Rule-II, 

     
  

  
   

  

  

  

  
 + 

  

  

  

  
  &  

  

  
   

  

  

  

  
 + 

  

  

  

  
 , we get, 

    
  

  
 =  

   

       
    + 

    

       
    = 

       

       
 = 

  

     
 

 &  
  

  
 =  

   

       
    + 

    

       
(-1) = 

       

       
 = 

 

     
 

 Adding, we get, 

 
  

  
 + 

  

  
 = 

  

     
 + 

 

     
 = 

   

     
 

Hence proved.  

============================================================== 
Ex. If z is function of x and y and x =    +    , y =     -     then show that 

       
  

  
 - 

  

  
 = x

  

  
 -  

  

  
 

Proof. Let z is function of x and y and x =    +    , y =     -   . 

   
  

  
     

  

  
      

  

  
      & 

  

  
     

As z is function of x, y and x, y are functions of u and  . 



MTH:301:Calculus of Several Variables 

Department 0f Mathematics -Karm. A. M. Patil Arts, Commerce and Kai. Annasaheb N. K. Patil Science Sr. College, Pimpalner   

  z is composite function of u and  . 

   By using Chain Rule-II, 

       
  

  
   

  

  

  

  
 + 

  

  

  

  
  &  

  

  
   

  

  

  

  
 + 

  

  

  

  
, we get, 

       
  

  
   

  

  
    + 

  

  
           

  

  
     

  

  
 

   &  
  

  
   

  

  
       + 

  

  
             

  

  
    

  

  
 

 Consider 

 
  

  
 - 

  

  
 =    

  

  
     

  

  
     

  

  
    

  

  
  

   =         
  

  
         

  

  
 

        
  

  
 - 

  

  
 = x

  

  
  

  

  
 

Hence proved.  

============================================================== 

Ex. If z = f (u, v) where u = 2x - 3y, v = x + 2y, then show that 
  

  
 + 

  

  
 = 3 

  

  
 - 

  

  
 

Proof. Let z = f (u, v) where u = 2x - 3y, v = x + 2y 

   
  

  
 = 2,  

  

  
     ,  

  

  
      

  

  
   

As z is function of u, v and u, v are functions of x and  . 

  z is composite function of x and  . 

   By using Chain Rule-II, 

      
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 and 

  

  
 = 

  

  

  

  
 + 

  

  

  

  
, we get, 

    
  

  
 =  

  

  
    + 

  

  
    =  

  

  
 + 

  

  
 

& 
  

  
 = 

  

  
     + 

  

  
    = -3 

  

  
 +  

  

  
  

 Adding, we get, 

 
  

  
 + 

  

  
 =  

  

  
 +  

  

  
 =  

  

  
  

  

  
 

Hence proved.  

============================================================== 

Ex. If  u = f (   ,         ), then show that 
  

  
 + 

  

  
 + 

  

  
 = 0               (Oct.2019) 

Proof. Let u = f (   ,         ) = f(p, q, r)  
where p =      q =     & r =     

   
  

  
 = 0,  

  

  
    ,  

  

  
   ,  

  

  
 =   ,  

  

  
   ,  

  

  
    

 & 
  

  
 = 1,  

  

  
    ,  

  

  
   

As u is function of p, q, r and p, q, r are functions of x, y and  . 

  u is composite function of x, y and  . 
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   By using Chain Rule-II, 

      
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
  

      
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
  

           & 
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
, we get, 

      
  

  
 =  

  

  
    + 

  

  
     + 

  

  
      

  

  
  

  

  
 

      
  

  
 =  

  

  
    + 

  

  
    + 

  

  
     =  

  

  
   

  

  
  

           & 
  

  
 =  

  

  
     + 

  

  
    + 

  

  
    = 

  

  
  

  

  
 

    Adding, we get, 

 
  

  
 + 

  

  
 + 

  

  
 =  

  

  
  

  

  
   

  

  
  

  

  
 + 

  

  
  

  

  
 = 0 

Hence proved.  

============================================================== 

Ex. If  u = f (y2-z2, z2-x2, x2-y2) then show that 
 

 
 
  

  
 +

 

 
 
  

  
 +

 

 
 
  

  
 = 0                

Proof. Let u = f (y2-z2, z2-x2, x2-y2) = f(p, q, r)  
where p = y2-z2, q = z2-x2 & r = x2-y2 

   
  

  
 = 0,  

  

  
    ,  

  

  
    ,  

  

  
 =    ,  

  

  
   ,  

  

  
     

 & 
  

  
 = 2x,  

  

  
     ,  

  

  
   

As u is function of p, q, r and p, q, r are functions of x, y and  . 

  u is composite function of x, y and  . 

   By using Chain Rule-II, 

      
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
  

      
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
  

           & 
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
, we get, 

      
  

  
 =  

  

  
    + 

  

  
      + 

  

  
         

  

  
    

  

  
 

      
  

  
 =  

  

  
     + 

  

  
    + 

  

  
      = 2y 

  

  
     

  

  
  

           & 
  

  
 =  

  

  
      + 

  

  
     + 

  

  
    =   

  

  
    

  

  
   

   
 

 
 
  

  
 +

 

 
 
  

  
 +

 

 
 
  

  
 =   

  

  
   

  

  
    

  

  
   

  

  
 +  

  

  
   

  

  
  

  
 

 
 
  

  
 +

 

 
 
  

  
 +

 

 
 
  

  
 = 0. Hence proved.  

============================================================== 
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Ex. If  u = f (    ,          ), then show that 
  

  
 + 

  

  
 + 

  

  
 = 0 

Proof. Let u = f (    ,          ) = f (p, q, r)  
where p =     , q =      & r =      

   
  

  
 = 0,  

  

  
       ,  

  

  
        

    
  

  
 =      ,  

  

  
   ,  

  

  
       

 & 
  

  
 =     ,  

  

  
       ,  

  

  
   

As u is function of p, q, r and p, q, r are functions of x, y and  . 

  u is composite function of x, y and  . 

   By using Chain Rule-II, 

      
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
  

      
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
  

           & 
  

  
 =  

  

  

  

  
 + 

  

  

  

  
 + 

  

  

  

  
, we get, 

      
  

  
 =  

  

  
    + 

  

  
        + 

  

  
             

  

  
        

  
 

      
  

  
 =  

  

  
       + 

  

  
    + 

  

  
        =      

  

  
        

  
  

           & 
  

  
 =  

  

  
        + 

  

  
       + 

  

  
    =       

  
        

  
 

    Adding, we get, 

 
  

  
 + 

  

  
 + 

  

  
 =      

  

  
        

  
        

  

  
        

  
 +      

  
        

  
 = 0 

         
  

  
 + 

  

  
 + 

  

  
 = 0    Hence proved.  

============================================================== 

Homogeneous Function: A function u = f (x, y) is said to be homogeneous function of  

 degree n, if it can be expressed as u = f (x, y) = x
n∅(

 

 
). 

Homogeneous Function: A function f (x, y, z) is said to be homogeneous function of  

 degree n, if f (xt, yt, zt) = t
n
f (x, y, z). 

============================================================== 

Euler’s Theorem: If f (x, y) is homogeneous function of degree n in two variables  

x and y having first order partial derivatives then  
  

  
 +  

  

  
 = nf. 

Proof: Let f (x, y) is homogeneous function of degree n in two variables x and y 

   f (x, y) = x
n∅(

 

 
) ……….(1) 

 Differentiating (1) partially w.r.to x, we get, 

      
  

  
 = nx

n-1∅(
 

 
) + x

n∅'(
 

 
)(

  

  
) 
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          i.e. 
  

  
 = nx

n-1∅(
 

 
) - yx

n-2∅'(
 

 
) 

          Multiplying both sides by x, we get, 

          x
  

  
 = nx

n∅  
 

 
) - yx

n-1∅'(
 

 
) ………(2) 

         Differentiating (1) partially w.r.to y, we get, 

   
  

  
 = x

n∅'(
 

 
) (

 

 
) 

        i.e. 
  

  
 = x

n-1∅'(
 

 
) 

        Multiplying both sides by y, we get, 

         y
  

  
 = yx

n-1∅' 
 

 
) ………(3) 

       Adding (2) and (3), we get, 

        
  

  
 +  

  

  
 = nx

n∅(
 

 
) - yx

n-1∅'(
 

 
) + yx

n-1∅'(
 

 
) = nx

n∅ 
 

 
) 

        
  

  
 +  

  

  
 = nf. Hence proved. 

============================================================== 

Corollary: If u = G
-1

{x
n
f (

 

 
   and G'(u)    then  

  

  
 +  

  

  
 = n 

    

     
. 

Proof: Let u = G
-1

{x
n
f (

 

 
    

  G(u) = x
n
f (

 

 
  = z  

is homogeneous function of degree n in two variables x and y 

   By Euler’s theorem 

     
  

  
 +  

  

  
 = nz 

 As z = G(u)   
  

  
 = G'(u) 

  

  
 & 

  

  
 = G'(u) 

  

  
 

             
  

  
 +       

  

  
 = nG(u).  

            
  

  
 +  

  

  
 = n

    

     
  ∵ G'(u)   

Hence proved. 

============================================================== 

Corollary: If u = f (x, y) is homogeneous function of degree n in two variables x and y  

         having continuous first and second order partial derivatives, then 

      

   
 +    

   

    
      

   
 = n(n-1)u. 

Proof: Let u = f (x, y) is homogeneous function of degree n in two variables x and y 

    By Euler’s theorem 

     
  

  
 +  

  

  
 = nu ……….(1) 

 Differentiating (1) partially w.r.to x, we get, 

     
  

  
 + x 

   

   
  

   

    
 = n 
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   x 
   

   
  

   

    
 = (n    

  

  
 

         Multiplying both sides by x, we get, 

         x
2
 
   

   
   

   

    
 = (n    

  

  
 ………(2) 

          Differentiating (1) partially w.r.to y, we get, 

     x 
   

    
 

  

  
   

   

   
 = n 

  

  
 

   x 
   

    
  

   

   
 = (n    

  

  
     ∵ 

   

    
 = 

   

    
 

           Multiplying both sides by y, we get, 

             xy 
   

    
      

   
 = (n    

  

  
 ………(3) 

          Adding (2) and (3), we get, 

                      

   
      

   

    
      

   
        

  

  
 +  

  

  
  

         i.e.      

   
      

   

    
      

   
          Hence proved. 

============================================================== 

Ex. Verify Euler’s Theorem for the function f (x, y) = x
3 
+ y

3 
- 3x

2
y 

Proof: Let f (x, y) = x
3 
+ y

3 
- 3x

2
y …………(1) 

         = x
3
[   

 

 
     

 

 
)]  

      i.e. f (x, y) = x
3∅(

 

 
) 

   f (x, y)  is homogeneous function of degree 3 in two variables x and y 

   By Euler’s theorem 

     
  

  
 +  

  

  
 = 3f ……….(2) 

 Differentiating (1) partially w.r.to x, we get, 

      
  

  
 = 3x

2 
- 6xy 

          Multiplying both sides by x, we get, 

              x
  

  
 = 3x

3
- 6x

2y………(3) 

         Differentiating (1) partially w.r.to y, we get, 

   
  

  
 = 3y

2 
- 3x

2 

        Multiplying both sides by y, we get, 

           y
  

  
 = 3y

3 
- 3x

2
y ………(4) 

       Adding (3) and (4), we get, 

        
  

  
 +  

  

  
 = 3x

3
- 6x

2y+3y
3
-3x

2
y = 3(x

3
+y

3
-3x

2
y) 

        
  

  
 +  

  

  
 = 3f. Hence Euler’s theorem is verified. 

============================================================== 
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Ex. Verify Euler’s Theorem for the function f (x, y) = tan
-1

(
 

 
)   (Oct.2019) 

Proof: Let f (x, y) = tan
-1

(
 

 
) …………(1) 

         = x
0
 tan

-1
(
 

 
)  

      i.e. f (x, y) = x
0∅(

 

 
) 

   f (x, y)  is homogeneous function of degree 0 in two variables x and y 

   By Euler’s theorem 

     
  

  
 +  

  

  
 = 0f = 0 ……….(2) 

 Differentiating (1) partially w.r.to x, we get, 

      
  

  
 = 

 

   
 

 
  

 
 

 
 = 

 

     
 

          Multiplying both sides by x, we get, 

              x
  

  
 = 

  

     
………(3) 

         Differentiating (1) partially w.r.to y, we get, 

   
  

  
 = 

 

   
 

 
  

 
  

  
 = 

  

     

 

        Multiplying both sides by y, we get, 

           y
  

  
 = 

   

     
 ………(4) 

       Adding (3) and (4), we get, 

        
  

  
 +  

  

  
 = 

  

     
 

  

     
 = 0 

        
  

  
 +  

  

  
 = 0. Hence Euler’s theorem is verified. 

============================================================== 

Ex. If u = sin
-1

(
     

   
) then find the value of  

  

  
 +  

  

  
 

Sol: Let u = sin
-1

(
     

   
) 

  sinu = 
     

   
 = z 

    z = sinu   is homogeneous function of degree 1 in two variables x and y 

   By Euler’s theorem 

     
  

  
 +  

  

  
 = 1z = z 

 As z = sinu   
  

  
 = cosu 

  

  
 and 

  

  
 = cosu 

  

  
 

          cosu 
  

  
 + ycosu 

  

  
 = sinu 

          
  

  
 +  

  

  
 = tanu 

============================================================== 
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Ex.: If u = log (x
3
+y

3
-x

2
y-xy

2
), prove that      

   
 +    

   

    
      

   
 = -3.  (Oct.2019) 

Proof: Let u = log (x
3 
+ y

3 
- x

2
y - xy

2
) 

      = x
3 
+ y

3 
- x

2
y - xy

2 
= z 

    z =      is homogeneous function of degree 3 in two variables x and y 

   By Euler’s theorem 

     
  

  
 +  

  

  
 = 3z  

 As z =      
  

  
 =    

  

  
 and 

  

  
 =    

  

  
 

             
  

  
 + y   

  

  
 = 3   

          
  

  
 +  

  

  
 = 3 ……….(1) 

 Differentiating (1) partially w.r.to x, we get, 

     
  

  
 + x 

   

   
  

   

    
 = 0 

   x 
   

   
  

   

    
 =   

  

  
 

         Multiplying both sides by x, we get, 

         x
2
 
   

   
   

   

    
 =   

  

  
 ………(2) 

          Differentiating (1) partially w.r.to y, we get, 

     x 
   

    
 

  

  
   

   

   
 = 0 

   x 
   

    
  

   

   
 =   

  

  
     ∵ 

   

    
 = 

   

    
 

           Multiplying both sides by y, we get, 

             xy 
   

    
      

   
 =   

  

  
 ………(3) 

          Adding (2) and (3), we get, 

                      

   
      

   

    
      

   
    

  

  
 +  

  

  
  

         i.e.      

   
      

   

    
      

   
        by (1) 

Hence proved. 

============================================================== 

Ex.: If u = tan
-1

(
√     

   
  , then find the value of      

   
 +    

   

    
      

   
. 

Sol: Let u = tan
-1

(
√     

   
 = tan

-1
(
√   

 

 
  

  
 

 

  

     = x
0∅(

 

 
  

    u is homogeneous function of degree 0 in two variables x and y 
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   By Euler’s theorem 

     
  

  
 +  

  

  
 = 0 ……….(1) 

 Differentiating (1) partially w.r.to x, we get, 

     
  

  
 + x 

   

   
  

   

    
 = 0 

   x 
   

   
  

   

    
 =   

  

  
 

         Multiplying both sides by x, we get, 

         x
2
 
   

   
   

   

    
 =   

  

  
 ………(2) 

          Differentiating (1) partially w.r.to y, we get, 

     x 
   

    
 

  

  
   

   

   
 = 0 

   x 
   

    
  

   

   
 =   

  

  
     ∵ 

   

    
 = 

   

    
 

           Multiplying both sides by y, we get, 

             xy 
   

    
      

   
 =   

  

  
 ………(3) 

          Adding (2) and (3), we get, 

                      

   
      

   

    
      

   
    

  

  
 +  

  

  
  

         i.e.      

   
      

   

    
      

   
   by (1) 

============================================================== 

Ex.: If u = tan
-1

(
     

   
  , then show that  

  

  
 +  

  

  
 = sin2u. hence deduce that 

      

   
 +    

   

    
      

   
 = (1-4sin

2
u)sin2u 

Proof: Let u = tan
-1

(
     

   
          

        = 
     

   
 = z 

    z = tanu is homogeneous function of degree 2 in two variables x and y 

   By Euler’s theorem 

     
  

  
 +  

  

  
 = 2z 

 As z = tanu   
  

  
 = sec

2
u 

  

  
 and 

  

  
 = sec

2
u 

  

  
 

           sec
2
u 

  

  
 + y sec

2
u 

  

  
 = 2tanu 

          
  

  
 +  

  

  
 = 

     

     
 = 

     

    
x      = 2sinu.cosu 

          
  

  
 +  

  

  
 = sin2u ………(1)    

       Differentiating (1) partially w.r.to x, we get, 
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 + x 

   

   
  

   

    
 = 2cos2u

  

  
 

   x 
   

   
  

   

    
 =            

  

  
 

       Multiplying both sides by x, we get, 

             x
2
 
   

   
   

   

    
 =             

  

  
 ………(2) 

       Differentiating (1) partially w.r.to y, we get, 

     x 
   

    
 

  

  
   

   

   
 = 2cos2u

  

  
 

   x 
   

    
  

   

   
 =            

  

  
     ∵ 

   

    
 = 

   

    
 

       Multiplying both sides by y, we get, 

             xy 
   

    
      

   
 =            

  

  
 ………(3) 

      Adding (2) and (3), we get, 

                      

   
      

   

    
      

   
             

  

  
            

  

  
 

         i.e.      

   
      

   

    
      

   
             

  

  
   

  

  
)   

        i.e.      

   
      

   

    
      

   
                           by (1) 

        i.e.      

   
      

   

    
      

   
                   

        Hence proved. 

============================================================== 

Ex.: If u = sin
-1

[
      

√   
 
 

 ⁄  , then find the value of       

   
 +    

   

    
      

   
 

Sol: Let u = sin
-1

[
      

√   
 
 

 ⁄          

       = [
      

√   
 
 

 ⁄  = z 

    z = sinu is homogeneous function of degree 
 

  
 in two variables x and y 

  By Euler’s theorem 

     
  

  
 +  

  

  
 = 

 

  
z  

 As z = sinu   
  

  
 = cosu 

  

  
 and 

  

  
 = cosu 

  

  
 

          cosu 
  

  
 + ycosu 

  

  
 = 

 

  
sinu 

          
  

  
 +  

  

  
 = 

 

  
tanu ………(1)    

Differentiating (1) partially w.r.to x, we get, 

     
  

  
 + x 

   

   
  

   

    
 = 

 

  
     

  

  
 



MTH:301:Calculus of Several Variables 

Department 0f Mathematics -Karm. A. M. Patil Arts, Commerce and Kai. Annasaheb N. K. Patil Science Sr. College, Pimpalner   

   x 
   

   
  

   

    
 =  

 

  
         

  

  
 

         Multiplying both sides by x, we get, 

             x
2
 
   

   
   

   

    
 =  

 

  
          

  

  
 ………(2) 

          Differentiating (1) partially w.r.to y, we get, 

     x 
   

    
 

  

  
   

   

   
 = 

 

  
     

  

  
 

   x 
   

    
  

   

   
 =  

 

  
         

  

  
     ∵ 

   

    
 = 

   

    
 

           Multiplying both sides by y, we get, 

             xy 
   

    
      

   
 =  

 

  
         

  

  
 ………(3) 

          Adding (2) and (3), we get, 

                      

   
      

   

    
      

   
  

 

  
           

  

  
  

 

  
         

  

  
 

         i.e.      

   
      

   

    
      

   
  

 

  
           

  

  
   

  

  
)   

        i.e.      

   
      

   

    
      

   
 *

 

  
        )     

 

  
tanu)      by (1) 

        i.e.      

   
      

   

    
      

   
 

 

   
          tanu  

============================================================== 

Mean Value Theorem: Let f (x, y) is continuous in a closed region R and differential in 

the interior of R. Let P (a, b) and Q (a+h, b+k) be any two points of R such that all 

points, (a+  , b+  ), where o <      of the straight line segment joining P and Q 

belongs to the interior of R. 

Then f (a+h, b+k) = f (a, b) + hfx(a+  , b+  ) + kfy(a+  , b+  ). 

Proof:We take x = a+ht, y = b+kt 

  
  

  
 = h & 

  

  
 = k 

 Let F(t) = f (x, y) = f (a+ht, b+kt) 

   F'(t) = 
  

  

  

  
 + 

  

  

  

  
  

 i.e. F'(t) = hfx(a+ht, b+kt) + kfy(a+ht, b+kt) 

 As F(t) is continuous in [0, 1] and differentiable in (0, 1). 

   By Lagrange’s Mean Value Theorem, we get, 

    F (1) – F (0) = F'( ) for some 0 <     

    f (a+h, b+k) – f (a, b) = hfx(a+h , b+k ) + kfy(a+h , b+k )  

 i.e. f (a+h, b+k) = f (a, b) + hfx(a+  , b+  ) + kfy(a+  , b+  ) 

where 0 <       Hence proved.  

============================================================== 
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Ex.: If f (x, y) = x
3
- xy

2
, show that   used in the mean value theorem applied to the  

        points (2, 1) and (4, 1) satisfies the quadratic equation 3 2 
+ 6  - 4 = 0. 

Proof: Let f (x, y) = x
3
- xy

2
 

   fx(x, y) = 3x
2
-y

2
 & fy(x, y) = -2xy 

By Mean Value Theorem, 

f (a+h, b+k) = f (a, b) + hfx(a+h , b+k ) + kfy(a+h , b+k ) ……(1) 

where 0 <     

 Given points are (2, 1) and (4, 1) 

i.e. a = 2, b = 1, a+h = 4 & b+k = 1. 

   h = 2 & k = 0. 

   From (1), we get, 

   f (4, 1) = f (2, 1) + 2fx(2+2 , 1)  

i.e. [4
3
- 4x1

2
] = [2

3
- 2x1

2
] + 2[3(2+2  2

-1
2
] 

i.e. [64- 4] = [8 - 2] + 2[3(4+8    2
)-1] 

i.e. 60 = 6 + 2[12+24  +12 2
-1] 

i.e. 60 = 6 + 24 +48  +24 2
-2 

i.e. 24 2 
+ 48  +28 -60 = 0 

i.e. 24 2 
+ 48  -32 = 0 

i.e. 3 2 
+ 6  - 4 = 0 

Hence proved.  

============================================================== 

Ex.: If f (x, y) = x
2
y +2xy

2
, show that the value of    used in the expression of the mean 

value theorem applied to the line segment joining the points (1, 2) and (3, 3) satisfies the 

equation 12 2 
+ 30  - 19 = 0. 

Proof: Let f (x, y) = x
2
y + 2xy

2
 

   fx(x, y) = 2xy + 2y
2
 & fy(x, y) = x

2 
+ 4xy 

By Mean Value Theorem, 

f (a+h, b+k) = f (a, b) + hfx(a+h , b+k ) + kfy(a+h , b+k ) ……(1) 

where 0 <     

 Given points are (1, 2) and (3, 3) 

i.e. a = 1, b = 2, a+h = 3 & b+k = 3. 

   h = 2 & k = 1. 

   From (1), we get, 

   f (3, 3) = f (1, 2) + 2fx(1+2 , 2+ ) + fy(1+2 , 2+ ) 

i.e. (3
2 
x 3 + 2x3x3

2
) = (1

2 
x2 + 2x1x2

2
) + 2[2(1+2  (2+   + 2(2+  2

]  
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     + [(1+2  2 
+ 4(1+2  (2+ )] 

i.e. (27+54) = (2 + 8) + 2[2(2+    +  2
) + 2(4+  + 2

)] 

  + [1+  +  2 
+ 4(2+    +  2

)] 

i.e. 81 = 10 + 2[4+     +  2
+8+  +  2

] 

  + [1+  +  2 
+ 8+      +  2

] 

i.e. 71 =  2(12+   +  2
) +(9+   +   2

) 

i.e.  24+   +   2
+9+   +   2

-71 = 0 

i.e.     2
+    -38 = 0 

i.e.     2
+    - 19 = 0 

Hence proved.  

============================================================== 

Unit-2: Jacobian, Composite Functions and Mean Value Theorems [MCQ’s] 

============================================================== 

1) If u and v are functions of two independent variables x and y, then jacobian of u and v   

    w. r. to x and y i.e. J(
   

   
 = 

      

      
 = … 

a) |

  

  

  

  
  

  

  

  

|   b) |

  

  

  

  

  

  

  

  

|   c) |

  

  

  

  
  

  

  

  

|   d) None of these 

2)  J(
   

   
  J(

   

   
 = …  

a)     b) -1   c) 1   d) None of these  

3) 
      

      
 
      

      
 = … 

a)  
      

      
 b) 

      

      
  c) 1   d) None of these 

4) Functions u, v and w of three independent variables x, y and z are functionally related    

    (or dependent) if and only if  
        

        
 = … 

a)     b) -1   c) 1   d) None of these  

5) If u = x
2
 and v = y

2
, then 

      

      
 = …… 

a) 4xy   b) 2x   c) 2y  d) None of these 

6) If u = x(1-y) and v = xy, then 
      

      
 = …… 

a) xy   b) x   c) y  d) None of these 

7)  If u = f(x, y) , x = ∅(t), y = (t), then u is a composite function of … 

a) x   b) t   c)    d) None of these 

8) If z = f(x, y) , x = ∅(u, v), y = (u, v), then z is a composite function of  

a) u and v   b) x and y   c) u and x  d) None of these 
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9) If z = f(u, v) , u = ∅(x, y), v = (x, y), then z is a composite function of  

a) u and v   b) x and y   c) u and x  d) None of these 

10) If z = f(x, y) , x =      , y =     , then z is a composite function of  

a) u and v   b) x and y   c) r and    d) None of these 

11) If z = log(x
2
+y

2
), x = u + v, y = u - v, then z is a composite function of  

a) u and v   b) x and y   c) u and x  d) None of these 

12) If u = f (x, y) is a differential function of x, y and x = ∅(t), y = ᴪ(t) are differential  

      functions of t, then composite function u = f [∅(t), ᴪ(t)] is differential function of t     

      and 
  

  
 = … 

a)  
  

  

  

  
+

  

  

  

  
  b)  

  

  

  

  
+

  

  

  

  
  c)  

  

  

  

  
+

  

  

  

  
  d) None of these 

13) If z = f (x, y) = x
2
+y

2
 where x = t

2
+1, y = 2t, then 

  

  
  at t = 1 is … 

a)     b) 2   c) 16   d) None of these  

14) If  u = f (   ,         ), then 
  

  
 + 

  

  
 + 

  

  
 = … 

a)     b) 1   c) -1  d) None of these  

15) If u = x
3
 + y

2
 + z

3
 , then u is…….  

a) Homogenous function   b) non- homogenous function 

c) both homogenous & non- homogenous function   d) None of these  

16) u = x
2
 + xy + y

2
 is homogenous function of degree…….  

a)     b) 2   c) 1   d) None of these  

17)  u = x
3
 + xy

2
 is homogenous function of degree…….  

a)     b) 2   c) 1   d) None of these  

18)  u = 
     

   
 is homogenous function of degree…….  

a)     b) 2   c) 1   d) None of these  

19)  If u = sin
-1

 
     

   
 , then sinu is homogenous function of degree…….  

a)     b) 2   c) 1   d) None of these  

20)  If u = tan
-1

 
     

   
 , then tanu is homogenous function of degree…….  

a)     b) 2   c) 1   d) None of these  

21)  Let u = 
     

   
 is a homogenous function. What is the degree of u?  

a)     b) 2   c) 1   d) None of these  

22)  Let u = 
     

   
 is a homogenous function. What is the degree of u?  

a)     b) 2   c) 1   d) None of these  

23) u = tan
-1 

 
 is homogenous function of degree……. 

a)     b)     c)    d) None of these 
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24) u = tan
-1 

 
 + sin

-1 

 
 is homogenous function of degree……. 

a)     b)     c)    d) None of these 

25) f(x, y) =   
 

 
  +  (

 

 
)is homogenous function of degree……. 

a)     b)     c)    d) None of these 

26) By Euler’s Theorem, if f (x, y) is homogeneous function of degree n in two variables  

      x and y having first order partial derivatives then  
  

  
 +  

  

  
 = … 

a)      b)     c)    d) None of these 

27) If z is homogenous function of degree 2 then x
  

  
 + y

  

  
 = …

 

a) 2z   b) 2   c) z  d) None of these 

28) If z is homogenous function of degree 3 then x
  

  
 + y

  

  
 = …

 

a) z   b) 3z   c) 5  d) None of these 

29) If u is homogenous function of degree n then x
  

  
 + y

  

  
 = …

 

a) nu   b) n   c) u  d) None of these 

30) If u is homogenous function of degree 0 then x
  

  
 + y

  

  
 = …

 

a) 0   b) 1   c) 2  d) None of these 

31) If u is homogenous function of degree 7 then x
  

  
 + y

  

  
 = …

 

a) 7u   b) 7   c) u  d) None of these 

32) A function f(x, y) is said to be homogenous function of degree n if it expressed as 

a) f(x, y) = Φ(
 

 
)  b) f(x, y) = Φ(

 

 
)  c) f(x, y) = x

n
Φ(

 

 
) d) None of these 

33) A function f(x, y) is said to be homogenous function of degree n if f(tx, ty) = … 

a) t f(x, y)   b) t
n
f(x, y)   c) t

2
 f(x, y)  d) None of these 

34) A function f(x, y, z) is said to be homogenous function of degree n if  

      f(tx, ty, tz) = … 

a) t
n
f(x, y, z)   b) tf(x, y, z)   c) f(x, y, z)  d) None of these 

35) u = tan
-1 

 
 is homogenous function of degree……. 

a)     b)     c)    d) None of these 

36) If u = G
-1

{x
n
f (

 

 
   and G'(u)    then  

  

  
 +  

  

  
 = …  

a) nu   b) n 
    

     
  c) nG(u) d) None of these 

37) If u = f(x, y) is homogenous function of degree n, then x
2
 
   

   
 + 2xy 

   

    
 +y

2
 
   

   
 = ...  

a) n(n-1)u   b) (n-1)u   c) nu  d) None of these 
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38) If u = f(x, y) is homogenous function of degree 0, then x
2
 
   

   
 + 2xy 

   

    
 +y

2
 
   

   
 = ...  

a) 3   b) 2   c) 0  d) None of these 

39) If u = f(x, y) is homogenous function of degree 1, then x
2
 
   

   
 + 2xy 

   

    
 +y

2
 
   

   
 = ...  

a) 0   b) u   c) 2u  d) None of these 

40) If u = f(x, y) is homogenous function of degree 2, then x
2
 
   

   
 + 2xy 

   

    
 +y

2
 
   

   
 = ...  

a) 3u   b) 2u   c) u  d) None of these 

============================================================== 
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Unit-3: TAYLOR’S THEOREM AND EXTREME VALUES 

========================================================= 

 Taylor’s  theorem: 

If         possesses continuous     order partial derivatives in the neighborhood of point 

       and point            lies in the neighbourhood of point        then there 

exists             such that 

                     ( 
 

  
  

 

  
)        

 

  
( 

 

  
  

 

  
)
 
          

 
 

      
( 

 

  
  

 

  
)
   

         
 

  
( 

 

  
  

 

  
)
 
                 

Proof: Let us write               

  
  

  
       

  

  
    

                                 

As         possesses continuous     order partial derivatives in the neighborhood of 

point        . 
      is continuous [0,  ] and derivable in       . 
  By Maclaurin’s series expansion of      in [0,  ] 

                          
  

  
               

    

      
         

  

  
       

  Putting    , we get  

                   
 

  
            

 

      
         

 

  
     ……….(1)                                            

  As                                 

           
  

  

  

  
   

  

  

  

  
    

  

  
  

  

  
      

 

  
  

 

  
   

Again, differentiating w.r.t.  , we get 

        
 

  
[ 

  

  
     

  

  
]   

 

  
[ 

  

  
   

  

  
]
  

  
  

 

  
[ 

  

  
    

  

  
]
  

  
 

                 =  ( 
   

   
  

   

    
)     

   

    
  

   

   
   

                 =       

   
   

   

    
   

   

    
      

   
 

                 =       

   
    

   

    
      

   
         

   

    
  

   

    
 

                
 

  
  

 

  
    and so on.  

In general,             ( 
 

  
  

 

  
)
 
             

  We have,                 &              

&       ( 
 

  
  

 

  
)
 
              for             

            ( 
 

  
  

 

  
)
 

             

Putting these values in equation (1), we get 
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                    ( 
 

  
  

 

  
)         

 

  
( 

 

  
  

 

  
)
 
              

 
 

      
( 

 

  
  

 

  
)
   

          
 

  
( 

 

  
  

 

  
)
 
                   

Hence proved. 

======================================================== 

 Maclaurin’s  theorem for a function of two variables:- 

If         possesses continuous     order partial derivatives in the neighborhood of 

point        and point        lies in the neighbourhood of point        then there 

exists             such that  

               ( 
 

  
  

 

  
)        

 

  
( 

 

  
  

 

  
)
 

            

  
 

      
( 

 

  
  

 

  
)
   

         
 

  
( 

 

  
  

 

  
)
 

            

 REMARK:- 

1]               [                         ]  
 

  
[               

                                  ]   
 

  
[                

                                                           ]  

 is called Taylor’s series expansion of        in powers of             or about 

point (   ). 

2]              [                 ]  
 

  
[                       

          ]   
 

  
[                                                   ]  

  is called Maclaurin’s series expansion of        in powers of         or  about point 

(0, 0). 

========================================================= 

Ex. Expand the function                 by Taylor’s theorem in powers of  

               

Solution: By Taylor’s theorem expansion of        in powers of                   

      about the point        is 

                [                           ]  
 

  
[   

                                                 ]    (1) 

Here,                                  

                                                  

                                                  

                                                      

                                                      

                                                      

And all higher order partial derivatives are 0. Putting these values in equation (1), 

we get  
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             [        ] 

  
 

 
[                           ] + 0 

                                               

be the required expansion. 

========================================================= 

Ex. Expand the function                  by Taylor’s theorem in powers of 

                      

Solution: By Taylor’s theorem expansion of        in powers of                   

      about the point       is 

               [                         ]  
 

  
[               

                                  ]  
 

  
[                

                                                           ]  

 ---------                (1) 

Here,                                  

                                                 

                                                 

                                                      

                                                      

                                                     

                                                       

                                                       

                                                       

                                                       

and all higher order partial derivatives are 0. Putting these values in equation (1),  

We get  

         =    [              ] 

  
 

 
[                             ] 

                  
 

 
[                              ]    

           =    [              ] 

                                         

                                 

be the required expansion. 

========================================================= 

Ex. Express     as polynomial in              by using Taylor’s theorem. 

Solution: By Taylor’s theorem expansion of        in powers of                 

      about the point        is 

                [                           ] 
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[                                                    ] 

      
 

  
[                                  

Here,                       

                                 

                                 

                                  

                                 

                                  

                                  

                                  

                                  

                                  

and all higher order partial derivatives are 0.Putting these values in equation (1),  

we get  

        [                  ]

 
 

 
[                                   ] 

 
 

 
[                     ] 

                                           

                                

be the required expansion. 

========================================================= 

Ex. Show that expansion of         in powers of       & (  
 

 
) upto and including 

second term is   
  

 
       

 

 
     (  

 

 
)  

 

 
(  

 

 
)
 
  

Proof: Expansion of        inpowers of      & (  
 

 
) upto and including second 

degree term is          (  
 

 
)         (  

 

 
)  (  

 

 
)   (  

 

 
) 

 
 

  
[         (  

 

 
)        (  

 

 
)    (  

 

 
)  (  

 

 
)
 
   (  

 

 
)] ----- (1) 

Here,                                       (  
 

 
)    

                                              (  
 

 
)    

                                              (  
 

 
)    

                                            (  
 

 
)   
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                                  (  
 

 
)   

 

 
 

                                            (  
 

 
)     

Putting these values in equation (1), we get 

       

   [   ]  
 

 
[      ( 

  

 
)        (  

 

 
) ( 

 

 
)

 (  
 

 
)
 

    ] 

            
  

 
       

 

 
     (  

 

 
)  

 

 
(  

 

 
)
 

 

            . 

========================================================= 

Ex. Prove that                 
      

  
   

Proof: Maclaurin’s series expansion of        inpowers of       is 

              [                 ]  
 

  
[                       

          ]   
 

  
[                                        

           ]    --------   (1) 

Here,                              

                                         

                                         

                                        

                                       

                                       

                                         

                                         

                                         

                                         

And so on. Putting these values in equation (1), we get 

           [         ]  
 

  
[     ] 

     
 

  
[                               ]    

     sin(x + y) =        
      

  
   

Hence proved. 

========================================================= 

Ex. Show that for                    
 

 
[                      

                            ]  
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Proof: Maclaurin’s series expansion of        inpowers of       with remainder after third      

term.               [                 ] 

 
 

  
[                                 ] 

                
 

  
[                                                           ] 

  ---(1) 

Here,                                    

                                               

                                              

                                             

                                              

                                            

                                                        

                                                        

                                                        

                                                        

And so on. Putting these values in equation (1), we get, 

        

       
 

 
[       ]  

 

 
[                            

                            ] 

             
 

 
[                                       ]                    

Hence proved. 

========================================================= 

Ex. Expand         as Taylor’s series about       upto first three terms. 

Solution: Taylor series expansion for        about       up to first three terms is  

              [                 ] 

 
 

  
[                                 ]  --------- (1) 

Here,                                  

                                            

                                            

                                            

                                         

                                          

Putting these values in equation (1), we get 

          [    ]  
 

 
[        ] 

                        
 

 
   

========================================================= 
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Ex. Expand      as Taylor’s series about      . 

Solution. Taylor series expansion for        about       is  

              [                 ] 

 
 

  
[                                 ] 

 
 

  
[                                                   ]      (1) 

Here,                            

                                       

                                       

                                       

                                       

                                      

                                       

                                       

                                       

                                       

And so on. Putting these values in equation (1), we get 

       [   ]  
 

 
[         ]  

 

  
[               ]    

                    
 

  
       

 

  
         

be the required expansion. 

========================================================= 

 Absolute maximum: 

A function        is said to have absolute maximum at point       of the region    

if                                

 Absolute minimum: 

A function        is said to have absolute minimum at point       of the region    

if                                

 Relative maximum: 

A function        is said to have relative maximum at point         

if                                      

 Relative minimum: 

A function        is said to have relative minimum at point        

if                                      

 REMARK: 

1] An Absolute maximum or an Absolute minimum is called an Absolute extremum. 

2] Relative maximum or Relative minimum is called as Relative extremum. 

 Critical point or Stationary point: 

A point (a, b) is said to be critical point or stationary point of a function       ,  
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if                        or they does not exists. 

 Saddle point or Minimax point: 

A critical point (a, b) is said to be a saddle point or minimax point if        have no 

extremum at point        

========================================================= 

 NECESSARY CONDITION FOR EXTREMUM: 

If a function        have an extremum at point       then 

1)           or it does not exists. 

2)           or it does not exists. 

Proof: Let, function        have an extremum at point        

By taking    , we have a function        of one variable    

             or it does not exists. 

Similarly, by taking    , we get           or it does not exists. 

========================================================= 

 Sufficient Condition For Extremum: 

   If        possesses     order partial derivative in a neighbourhood of point       
of the region   with                                             

                          then the function        is 

i) Minimum at point       if               

ii) Maximum at point       if               

iii) No extremum at point       if                    is saddle point if        

iv) The next investigation is needed if          

Proof: By Taylor’s theorem,  

                  ( 
 

  
  

 

  
)        

 

  
( 

 

  
  

 

  
)
 
         . 

                   
 

  
                  

                   
 

   
                                               

                   
 

   
                                

= 
 

   
[                  ]     

For small values of    , the sign of RHS is independent of   . 

i)  If                        then                      

                                     is minimum at point        
ii) If                        then                      

                                      is maximum at point        
iii) If            then the function        have no extremum at point        
iv) If       then we can’t say the function        have an extremum. 

  We need further investigation. 

========================================================= 
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 Working rule to find the extremum by using second order partial derivatives:- 

1. Find critical points by solving           &            

2. At these critical points, find                        and           

3.   is minimum if               
4.   is maximum if               
5.   has no extremum if       

========================================================= 

Ex: Discuss the maxima and minima of the function         
 

 
 

 

 
  

Solution: Let,          
 

 
 

 

 
 

       
 

  
 and       

 

  
 

       
 

  
   ,        and       

 

  
 

By solving      and     ,   We get 

      
 

  
   and    

 

  
   

        
 

  
   and   

 

  
   

             and        

         and     

  Critical point is      . At the critical point, we get 

                 

             

             

                    

Here          and        

  The function     is minimum at point         and its minimum value is  

                        

========================================================= 

Ex: Find the points       where the function             is maximum or           

     minimum. What is the maximum value of function? 

Solution: Let                                

                and              

       ,                 and            

Now       and         gives 

            and             

                 and              

           or                    -------               (1) 

    or                    -------               (2) 

For        from (2), we get     
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For        from (1), we get     

To solve equation (1) and (2), Consider  equations  2   (1) – (2), 

             

            

            
 

 
 

Putting   
 

 
 in equation (1), we get,   

  

 
         

  

 
 

 

 
. 

   The critical points are                    (
 

 
 

 

 
)  

Critical point 
     

     

      

         

     

     
        Remark 

                  Saddle point 

                     Saddle point 

                     Saddle point 

 
 

 
 
 

 
   

  

 
  

 

 
  

  

 
 

  

 
   

Point of 

maximum 

       (
 

 
 
 

 
)  

  

 
(  

 

 
 

 

 
)  

  

  
 

========================================================= 

Ex: Find the least value of the function            
  

 
 

  

 
 . 

Solution: Let,            
  

 
 

  

 
 

            
  

  
 and           

  

  
 

         
   

  
 ,                 and            

  

  
 

Now,              and             

        
  

  
   and   

  

  
   

                and          

               -----    (1)    and            -----    (2) 

         
   

   
 

  

  
            

 

 
 

  

 
         

 

 
  

Putting    
 

 
   in equation (1), we get 

 

 
                                         

 

 
      

  Critical point is        
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Here          and     
 

 
  . 

  Given function is minimum at point       and its minimum value is  

     Least value is                 
  

 
 

  

 
   . 

========================================================= 

Ex: Investigate the maximum and minimum values of the function 

                                 

Solution: Let,                          

                and                    

             ,                 and                  

Now,            and              gives 

         and              

              and            

           or     and                    -------             (1) 

For        from equation (1), we get          

                     or     

For        from equation (1), we get          

                            

   The critical points are                             

Critical point      

      

              

       
        Remark 

                     Point of 

maximum 

                   Point of 

minimum 

                  Saddle point 

                    Saddle point 

               

                           

========================================================= 

Ex: Find the stationary points and determine the nature of the function  

                        

Solution: Let,                         

                 and                

           ,                and               

Now,            and              gives 



MTH:301:Calculus of Several Variables 

Department 0f Mathematics -Karm. A. M. Patil Arts, Commerce and Kai. Annasaheb N. K. Patil Science Sr. College, Pimpalner 

        and          

           and        

            or      

   The critical points are                                

Nature of the function at these critical points is as follows:- 

Critical point r = fxx = 6x s = fxy = 0 t = fyy = 

6y 
  = rt – s

2 Remark 

                     Point of minimum 

       6             Saddle Point  

                     Saddle point 

                        Point of maximum 

                              

                              

========================================================= 

6. Discuss the extreme value of the function f ( ,  ) = 2( 2 
–  2

)
 
–  4 + y

4
  

Solution: Let f ( ,  ) = 2( 2 
–  2

)
 
–  4 + y

4
.  

  f( ,  ) = 4x - 4 3 

 y( ,  ) = -4y + 4y3  

  x( ,  ) = 4 - 12 2,  

( ,  ) = 0  

and    ( ,  ) = - 4 + 12y2  

Now  x( ,  ) = 0 and   ( ,  ) = 0 gives  

    4x - 4 3= 0 and -4y + 4 3= 0  

 . . x( 2 1) = 0 and y( 2 1) = 0  

 . .   = 0, ±1 or   =0, ±1  

  T      t   l p   t                    ), (±1, 0) & (±1, ±1).  

 Nature of the function at these critical points is as follows: 

Critical point   =     

= 4 - 12 2 

  =     

=   

  =     

= - 4 + 12y2 

Δ         Remark 

(0, 0) 4  0 -4 -16 < 0 Saddle point  

(0, ±1) 4 > 0 0 8 32 > 0 Point of 

minimum  

(±1, 0) −8 < 0 0 -4 32 > 0 Point of 

maximum  

(±1, ±1) −8 < 0 0 8 -64 < 0 Saddle point  

  fmax. = f (±1, 0) = 2 - 0 - 1 + 0 = 1 

  fmin. = f (0, ±1) = 0 - 2 - 0 + 1 = -1 

========================================================= 
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Unit-3: TAYLOR’S THEOREM AND EXTREME VALUES [Mcq’S] 

========================================================= 

1)               [                         ]  
 

  
[               

                                      ]   
 

  
[                    

                                                            ]    is  

    called ……series expansion of        in powers of             or about point (   ). 

A) Taylor’s  B) Maclaurin’s C) Laurent’s  D) None of these 

2)               [                 ]  
 

  
[                       

               ]   
 

  
[                                                   ]    is      

     called ……. series expansion of        in powers of         or  about point (0, 0). 

A) Taylor’s  B) Maclaurin’s C) Laurent’s  D) None of these 

3) Expression of x – y + 3 in powers of (x-1) and (y-1) is………………. 

A) 3 + (x-1) - (y-1)  B) (x-1) - (y-1) C) 3 + (x-1)  D) None of these 

4) Expression of x + y + 3 in powers of (x-1) and (y-1) is………………. 

A) 5 + (x-1) + (y-1) B) (x-1) - (y-1) C) 3 + (x-1)  D) None of these 

5) Maclaurin’s theorem for a function of two variables obtained from Taylor’s theorem by     

    putting……. 

A) 3    B) a = x, b = y, h = 0, k = 0   

C) a = 0, b = x, h = y, k = 0  D) a = 0, b = 0, h =0, k = 0 

6)         
 

  
       

 

  
         is an expansion of …. 

A) sin(x+y)   B) cos(x+y)  C) e
x+y

   D) tan(x+y) 

7)       
 

  
       

 

  
         is an expansion of …. 

A) sin(x+y)   B) cos(x+y)  C) e
x+y

   D) tan(x+y) 

8)   
 

  
       

 

  
         is an expansion of …. 

A) sin(x+y)   B) cos(x+y)  C) e
x+y

   D) tan(x+y) 

9) If f(x, y) = x
2
 + y

2
 then f has extreme value at……. 

A) (1,1)   B) (0,0)   C) (1,2)   D) (2, 1) 

10) If f(x, y) = x
2
 + y

2
 + 3 then f has extreme value at……. 

A) (0,0)   B) (1,0)   C) (0,1)   D) (1, 1) 

11) If f(x, y) = 3x
2
 +3 y

2
 - 2 then f has extreme value at……. 

A) (0,0)   B) (1,0)   C) (0,1)   D) (1, 1) 

12) If f(x, y) = x
2
 - 2y

2
 + 1 then f has extreme value at……. 

A) (1,1)   B) (0,0)   C) (1,0)   D) (0, 1) 

13) If f(x, y) = 2x
2
 - y

2
 + 3 then f has extreme value at……. 

A) (1,1)   B) (0,0)   C) (1,0)   D) (0, 1) 

14) If f(x, y) = x
2
 - y

2
 + 4 then f has extreme value at……. 

A) (1,1)   B) (0,0)   C) (1,0)   D) (0, 1) 

15) If         
 

 
 

 

 
  then f has extreme value at……. 
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A) (1,1)   B) (0,0)   C) (1,2)   D) (0, 2) 

16) If           
  

 
 

  

 
  then f has extreme value at……. 

A) (0,0)   B) (0,2)   C) (5,2)   D) (5, 0) 

17) If                          then f has extreme value at……. 

A) (1,1)   B) (0,0)   C) (1,2)   D) (2, 1) 

18) If                        then f has extreme value at……. 

A) (0,0)   B) (0,1)   C) (1,0)   D) all the above 

19) If             then u has extreme value at……. 

A) (a,a)   B) (0,0)   C) (a,0)   D) (0, 1) 

20) Stationary point of the function f(x, y) are obtained by….. 

A) fx = 0   B) fx = 0 & fy = 0 C) fy = 0  D) none of these 

21) Stationary point of the function u(x, y) are obtained by….. 

A) ux = 0   B) ux = 0 & uy = 0 C) uy = 0  D) none of these 

22) A function        is said to have absolute maximum at point       of the region    

if                                

A)      B)     C)     D) = 

23) A function        is said to have absolute minimum at point       of the region    

if                                

A)      B)     C)     D) = 

24) A function        is said to have relative maximum at point        

  If ………                        

A)                  B)                  

C)                 D)               

25) A function        is said to have relative minimum at point        

  If ………                        

A)                  B)                  

C)                 D)               

26)   Let                                                 then the function  

               have maximum at point       if …….. 

A)    > 0 a &  r < 0    B)    > 0 & r < 0  

C)    < 0 and r > 0   D)  none of these 

27)   Let                                                 then the function  

               have minimum at point       if …….. 

A)    > 0 & r < 0     B)    > 0 & r > 0  

C)    < 0 and r > 0   D)  none of these 

28)   Let                                                 then the function  

               have saddle at point       if …….. 

A)    > 0 and r > 0  B)    > 0 and r < 0 C)    < 0 and r > 0 D)  none of these 

========================================================= 
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Unit-4: Double and Triple Integrals 
===================================================================

Double Integration: 

            If        is a function of two variables   and   defined in a region   and   is divided 

into   subregions               then for any point         in subregion     double 

integration over   is denoted by ∬         
 

 
 and defined as 

 ∬         
 

 
       

     
  ∑             

 
    

====================================================================

Remark: 

1) If region   is bounded by                   then  

 ∬        

 

 

 ∫ ∫             

 

   

 

   

 

2) If region   is bounded by                           then  

∬        

 

 

 ∫ ∫             

     

       

 

   

 

3) If region   is bounded by                            then  

∬        

 

 

 ∫ ∫             

     

       

 

   

 

====================================================================

Area of region by Double integration: 

                 The area of the region   by double integration is given by  

Area of region   ∬      
 

 
 

==================================================================== 
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Ex: Evaluate ∫ ∫               
 

 

 

 
 

Solution: Let    ∫ ∫              
 

 

 

 
 

                            ∫ *     
  

 
+  

 
    

 

 
 

                            ∫ *    
  

 
  +     

 

 
 

                            *
   

 
  

  

 
 +  

 
 

                            
   

 
  

   

 
    

                        
 

 
               

==================================================================== 

Ex: Evaluate  ∫ ∫
 

      

 
 

 ⁄

 

 
         

Solution: Let,      ∫ ∫   
 

      

 
 

 ⁄

 

 
         

                               ∫  *
 

 
     (

 

 
)+

 
 ⁄

 
   

 

 
 

                                ∫ *             (
 

 
)+     

 

 
 

              *
 

 
         (

 

 
)+      

  

                                *
 

 
         (

 

 
)+        

                           (
 

 
        

 
)   

==================================================================== 

Ex: Evaluate ∫ ∫                
 

 

 

 
 

Solution: Let,    ∫ ∫                
 

 

 

 
 

                              ∫ *      
  

 
+
 

 

    
 

 
 

                              ∫ *    
 

 
   +      

 

 
 

                           *
  

 
  

 

 
 +

 

 

    

                         
 

 
  

 

 
 

 

 
  

 

 
 = 

 

 
 

==================================================================== 
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Ex: Evaluate ∫ ∫   √ 

 

 

 
        

Solution: Let,    ∫ ∫   √ 

 

 

 
        

                             ∫  *
  

 
+
 

√ 
 

 
     

                            ∫  *
 

 
  + 

 

 
    

                             
 

 
  ∫    

 
     

                            
 

 
  *

  

 
+
 

 

 

                             
 

 
  

  

 
    

                         
  

 
 

==================================================================== 

Ex: Evaluate  ∫ ∫
 

      

 

 

 

 
        

Solution: Let     ∫ ∫   
 

      

 

 

 

 
         

                            ∫ ∫    
 

      

 

 

 

 
       

                            ∫ *
 

 
     (

 

 
)+

 

 
   

 

 
 

                             ∫
 

 
*
 

 
  +     

 

 
 

                             
 

 
           

  

                            
 

 
           

                        
 

 
        

==================================================================== 

 

 



MTH:301:Calculus of Several Variables 

Department 0f Mathematics -Karm. A. M. Patil Arts, Commerce and Kai. Annasaheb N. K. Patil Science Sr. College,  

Ex: Evaluate   ∫ ∫  
 

 ⁄
  

 

 

 
        

Solution: Let    ∫ ∫   
 

 ⁄      
  

 

 

 
     

                            ∫ [
 

 
 ⁄

 
 ⁄
]
 

  

 

 
     

                           ∫         
 

 
    

                              ∫     

 
   ∫  

 

 
    

                               ∫           
   *

  

 
+
 

 

 

                                       
   

 

 
    

                                     
 

 
 

                        
 

 
 

==================================================================== 

Ex: Show that ∫ *∫
   

      

 

 
   +

 

 
        ∫ *∫

   

      

 

 
    +     

 

 
 

Proof:  Consider,  

      L.H.S.      ∫ *∫
   

      

 

 
    +

 

 
     

                      ∫ *∫
        

      

 

 
    +

 

 
     

                      ∫ *∫  
  

      

 

 
 

 

      
    +

 

 
     

                      ∫ *
         

  
 

       

  
 +

 

 
 

 
     

                      ∫ *
 

   
 

 

      
 +

 

  

 
     

                      ∫ *
     

      
 +

 

  

 
     

                      ∫ *
 

      
 +

 

  

 
     

                     ∫ *
 

      
  +
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                     *
       

  
+
 

 

 

                     *
  

   
+
 

 
 

                    *
  

 
  + 

     L.H.S.     
 

 
             --------      [1] 

   Consider,  

   R.H.S.     ∫ *∫
   

      

 

 
   +

 

 
       

                   ∫ *∫
        

      

 

 
   +

 

 
    

                   ∫ *∫                    
 

 
   +

 

 
    

                   ∫ *
       

  
 

         

  
 +

 

 
 

 
    

                   ∫ *
 

      
 

 

   
 +

 

  

 
    

                   ∫ *
     

      
+
 

  

 
    

                   ∫ *
  

      
+
 

  

 
    

                    ∫ *
 

      
  +

 

 
    

                    *
       

  
+
 

 

 

                   *
 

   
+
 

 
 

                   
 

 
   

   R.H.S.     
 

 
        --------      [2] 

By equations [1] and [2] 

∫ *∫
   

      

 

 
   +

 

 
        ∫ *∫

   

      

 

 
    +     

 

 
      Hence proved. 

==================================================================== 



MTH:301:Calculus of Several Variables 

Department 0f Mathematics -Karm. A. M. Patil Arts, Commerce and Kai. Annasaheb N. K. Patil Science Sr. College,  

Ex: Evaluate ∬   
 

 
         over the region in the positive quadrant for which         

Solution: Let,   be the region in the positive quadrant for which        which is shown in  

figure. 

By taking strip    parallel to the y-axis and moving it from 

     to    , we get limits                   

   ∬  

 

 

          ∫ ∫            

   

 

 

 

 

                                                          ∫  *
  

 
+
 

   
 

 
    

                                                          
 

 
 ∫            

 

 
    

                                                         
 

 
  ∫           

 

 
    

                                                         
 

 
  ∫ *

  

 
 

   

 
 

  

 
+
 

 
 

 
 

                                                         
 

 
*
 

 
 

 

 
 

 

 
  + 

                                                          
 

 
*
     

  
+ 

   ∬  

 

 

          
 

  
 

==================================================================== 

Ex: Evaluate ∬        
 

 
        where   is the area between                

Solution: First we find the point of intersection of  

                by solving together as follows 
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For                                 

The point of intersections are                    The region between the curves 

                is shown in figure. 

By taking strip    parallel to y-axis and moving it from      to       We get limit 

as                    

  ∬        

 

 

        ∫ ∫        

 

  

 

 

       

                                                       ∫  *
 

 
    

 

 
  +

  

  

 
    

                                                       ∫   
 

 
   

 

 
   

 

 
   

 

 
   

 

 
    

                                                       ∫ *
 

 
   

 

 
   

 

 
   

 

 
  +

 

 
    

                                                       *
 

 
   

 

  
   

 

  
  +

 

 
 

                                                      *
 

 
 

 

  
 

 

  
+    

                   *
       

   
+ = 

 

   
 

    ∬        

 

 

       
 

  
 

==================================================================== 

Ex: Evaluate ∬  
 

 
       over the area bounded by      and         

Solution: First we find point of intersection of                  

By solving together as follows 
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For                                

The point of intersections are                      The region between the curves 

               as shown in figure. 

By taking strip    parallel to y-axis and moving it from      to    ,  

We get limits as                     

   ∬ 

 

 

        ∫ ∫  

   

  

 

  

       

                                      ∫ *
  

 
+
  

   
 

  
    

                                     
 

 
 ∫               

 

  
     

                                   = 
 

 
 ∫             

 

  
    

                                     
 

 
*       

 

 
   

 

 
  +

  

 
 

                                     
 

 
 *(    

 

 
 

 

 
)  (     

 

 
 

  

 
)+ 

                                     
 

 
*  

 

 
 

 

 
    

 

 
 

  

 
+ 

                                     
 

 
 *     

  

 
+ 

                                     
 

 
 *   

  

 
+   

 

 
(
  

 
) 

    ∬  
 

 
       

  

 
 

==================================================================== 

 

Ex: Using double integral, find the area of an ellipse 
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Solution: The area of an ellipse 
  

  
 

  

  
   is given by  

       Area   (Area of region     )    ∬      
 

 
 

By taking strip    parallel to y-axis and moving it from     to        

   The limits of region      are               
 

 
√      

  Area of ellipse    ∫ ∫      
 

 
√     

 

 

 
 

                                 ∫    
 

 

 
√     

 

 
    

                                  ∫
 

 
√      

 
      

                                      
  

 
*
 

 
√      

  

 
      

 
+
 

 

 

                                        
  

 
*  

  

 
(
 

 
)   + 

                                            squre units. 

==================================================================== 

Ex: Using double integral, find the area of a circle of radius    

Solution: The area of a circle of radius          is given by 

 Area      (Area of region     )    ∬      
 

 
 

By taking strip    parallel to y-axis and moving it from      to       

  The limits of region      are               √      

  Area of circle       ∫ ∫       
√     
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                                    ∫     
√      

 
     

                                  ∫ √      

 
     

                               *
 

 
√        

  

 
      

 
+
 

 

 

                                       *  
  

 
(
 

 
)   + 

                                       Square units. 

==================================================================== 

Ex: By using double integral, Find the area of the region bounded by the parabolas        

and         

Solution: First we find point of intersection of the parabolas       and         by solving  

together as follows 

(
  

 
)

 

                                             

                

For                                       

   The point of intersections are                       

The required region is shown in figure.  

By taking strip    parallel to y-axis and moving it from     and       

We get the limits of region as              
  

 
    √  . 

   Area of region    ∫ ∫       
 √ 
  

 ⁄
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                                 ∫    
  

 ⁄

    
 
  

 
     

                                ∫ *  
 

  
  

 
+     

 

 
 

                                * 
 

 
 

 

 

  
  

  
+
 

 

 

                                *
 

 
   

 

   
  

  
+ 

                               
  

 
 

  

 
 

                               
  

 
  square units. 

====================================================================

Ex: By using double integral, Find the area of the region bounded by the parabolas        

and         
Solution: First we find point of intersection of the parabolas       and          

by solving together as follows 

(
  

 
)

 

                                         

                 

For                                       

   The point of intersections are                       

The required region is shown in figure.  

By taking strip    parallel to y-axis and moving it from     and       

We get the limits of region as              
  

 
   √   . 

   Area of region    ∫ ∫       
√  
  

 ⁄
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                                    ∫    
  

 ⁄

    
 
  

 
     

                                  ∫ *    
 

  
  

 
+     

 

 
 

                                  * 
 

 
 

 
 

 

 

  
  

 
+
 

 

 

                                  *
 

 
 

 
   

 

   
  

 
+ 

                                    
 

 
 

 

 
 

                                      
 

 
  square units. 

====================================================================

Ex: By using double integral, Find the area of the region bounded by the parabolas       and  

      
Solution: First we find point of intersection of the parabolas      and         

by solving together as follows 

                                                

                

For                                       

   The point of intersections are                       

The required region is shown in figure.  

By taking strip    parallel to y-axis and moving it from     and       

We get the limits of region as                   √  . 

   Area of region     ∫ ∫       
√ 
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                                   ∫    
  
   

 
  

 
     

                                  ∫ *   
 

    +     
 

 
 

                                 *
 

 
 

 

 

  
  

 
+
 

 

 

                                    *
 

 
 

 

 

  
  

 
+ 

                               
 

 
 

 

 
 

                                           
 

 
  square units. 

====================================================================

Ex: Calculate  ∫ ∫            
         

 

 

 
           

Solution: Let,       ∫ ∫            
         

 

 

 
          

                                ∫          
 

 
 *

  

 
+
 

         

     

                              
 

 
 ∫          

 

 
                   

                              
  

 
 ∫           

 
              

Put                                                    

When                                     

                             
  

 
 ∫    

 
           

                             
  

 
 ∫        

 

 
    

                             
  

 
 *

  

 
 

  

 
+
 

 

 

                            
  

 
 *

  

 
 

  

 
  + 
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                                 *
 

  
+ 

                           
  

  
   

   ∫ ∫            

         

 

 

 

          
  

  
    

====================================================================

Ex: Evaluate ∬         over area included between the circles          and            

Solution: Let, region    is the area between the circles         and          

By taking the strip    from      to       then     lies between        to         

   ∬          

 

 

 ∫ ∫   

     

     

 

 

      

                                                  ∫ *
  

 
+
     

     
 

 
    

                                                  
 

 
 ∫                       

 

 
 

                                                      ∫      
 

 
     

                                                       ∫      
 

 
 

      

                                                       
 

 
 

 

 
 

 

 
    by reduction formula 

                                                   
  

 
   

==================================================================== 

 

Ex: Draw a sketch of the region of integration ∫   
 

 
 ∫       

√     
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Solution: From given integration, the region bounded by     and     √        

             between the lines              as shown in figure. 

Be the sketch of the given region. 

====================================================================

Ex: Evaluate ∬      

 
        where   is the region bounded by the lines               

Solution: Let region   is bounded by the lines                  as shown in figure. 

By taking strip    parallel to y-axis and moving it from       to    , We get limits 

of region   as                  

   ∬    

 

 

       ∫∫    

 

 

 

 

       

                                                     ∫      

 
     

      

                                                     ∫      

 
       



MTH:301:Calculus of Several Variables 

Department 0f Mathematics -Karm. A. M. Patil Arts, Commerce and Kai. Annasaheb N. K. Patil Science Sr. College,  

                                                      
  

 
 ∫      

 
          

                                                      
  

 
 [    

]
 

 
 

                                                     
  

 
         

                                                     
 

 
 (  

 

 
) 

====================================================================

Change the order of Integration: 

1) If given integration is ∫ ∫       
     

     

 

 
      ,  then the region is bounded by the 

curves          to          between the lines     and    . We sketch this 

region first and then take strip    parallel to the x-axis and find the limits which give the 

change of order of integration. 

2) If given integration is ∫ ∫       
     

     

 

 
         then the region is bounded by the 

curves          to          between the lines     and    . We sketch this 

region first and then take strip    parallel to the y-axis and find the limits which give the 

change of order of integration. 

Ex: Change the order of integration ∫ ∫       
   

  

 

 
        

Solution: From given integration the region is bounded by     and         

            between the lines     and       as shown in the figure. 

To change the order of integration, we take strip    parallel to the x-axis. We observe that   

lies on curve      up to   and on        from point    
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   We divide region into two sub-regions            For    by taking strip    parallel to x-axis 

and moving it from     to      We get limit as         and      √    

For     by taking strip    parallel to the x-axis and moving it from      to       

We get limit as        and          

  Change of order of integration is  

   ∫ ∫       

   

  

 

 

       ∫∫       

√ 

 

 

 

        ∫ ∫       

   

 

 

 

      

====================================================================

Ex: Change the order of integration ∫ ∫       
√   

 

 

 
        

Solution: From given integration the region is bounded by      and    √      

              between the lines     and       as shown in the figure. 

To change the order of integration, we have to integrate first w.r.t. y.   

  We take strip    parallel to the y-axis and moving it from     to       

  We get limits as         and             

  Change of order of integration is  

   ∫ ∫       
√   

 

 

 
       ∫ ∫       

    

 

 

 
        

==================================================================== 

 

 

 

 

 

Ex: Change the order of integration ∫ ∫       
√     

 

 

  
        

Solution: From given integration the region is bounded by      and    √        
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               between the lines      and       as shown in the figure. 

To change the order of integration, we have to integrate first w.r.t. x.   

 We take strip    parallel to the x-axis and moving it from     to       

We get limit as         and   √        √        
  Change of order of integration is  

   ∫ ∫       
√     

 

 

  
       ∫ ∫       

√     

 √     

 

 
        

==================================================================== 

Ex: Change the order of integration ∫ ∫
 

     

 

 

 

 
       and hence evaluate it. 

Solution: From given integration the region is bounded by      and        

between the lines     and       as shown in the figure. 

To change the order of integration, we have to integrate first w.r.t. y.   

  We take strip    parallel to the y-axis and moving it from     to       

We get limits as         and          

  Change of order of integration is  

 ∫ ∫
 

     

 

 

 

 
       ∫ ∫

 

     

 

 

 

 
       

                                             ∫  *
 

 
      

 
+
 

  

 
    

                                               ∫ *
 

 
  +

 

 
dx 
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====================================================================

Ex: Change the order of integration ∫ ∫
   

 

 

 

 

 
       and hence evaluate it. 

Solution: From given integration the region is bounded by      and       between the  

lines     and       as shown in the figure. 

To change the order of integration, we have to integrate first w.r.t. x. 

 We take strip    parallel to the x-axis and moving it from     to       

We get limits of region as         and          

  Change of order of integration is  

   ∫ ∫
   

 

 

 

 

 
       ∫ ∫

   

 

 

 

 

 
       

                                       ∫
   

 

 

 
     

 
    

                                            ∫     
 

 
   

                                                      
  

                                                    

      = 1 

==================================================================== 

 

Ex: Change the order of integration ∫ ∫   
   

  

 

 
       and hence evaluate it. 

Solution: From given integration the region is bounded by       and          
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          between the lines     and       as shown in the figure. 

To change the order of integration, we take strip    parallel to the x-axis. We observe 

that   lies on curve      up to   and       from point     

  We divide region into two sub-regions        .  

For    by taking strip    parallel to x-axis and moving it from     to       

We get limit of region as        and      √    

For    by taking strip    parallel to the x-axis and moving it from     to       

We get limit as                      

  Change of order of integration is  

   ∫ ∫       
   

  

 

 
       ∫ ∫       √ 

 

 

 
       ∫ ∫       

   

 
       

 

 
 

 ∫ ∫   
   

  

 

 
         ∫ ∫   √ 

 

 

 
        ∫ ∫   

   

 

 

 
       

                                              ∫  *
  

 
+
 

√ 

 
 

 
    ∫  *

  

 
+
 

   
 

 
   

                                               ∫  *
 

 
  +

 

 
     ∫  *

      

 
  +

 

 
    

                                               
 

 
∫    

 
     

 

 
 ∫           

 

 
    

                                              
 

 
*
  

 
+
 

 

  
 

 
 ∫            

 

 
   

                                             
 

 
*
 

 
  +   

 

 
 *    

 

 
   

 

 
  +

 

 
 

                                             
 

 
 

 

 
 (  

  

 
  )  (  

 

 
 

 

 
)  

                                             
 

 
 

 

 
*   

  

 
   

 

 
 

 

 
+ 

                                             
 

 
 

 

 
*   

  

 
 

 

 
+ 

                                            
 

 
 

 

 
*
         

  
+ 
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*

 

  
+ 

                                            
 

 
 

 

  
 

                                            
 

  
  

  
 

 
 

====================================================================

Ex: Change the order of integration ∫ ∫       
√     

 

 

 
        

Solution: From given integration the region is bounded by  

     and    √                         

                            circle with centre at       and radius     

between the lines     and       as shown in the figure. 

 

To change the order of integration, we have to integrate first w.r.t. x and then w.r.t.  .  

For that we take strip    parallel to the x-axis and moving it from     to       

We get limit as         and    √         √       

  Change of order of integration is  

   ∫ ∫       
√     

 

 

 
       ∫ ∫       

  √    

  √    

 

 
        

=================================================================== 

Ex: Evaluate  ∫ ∫
 

      √       
       

√    

 

 

 
 

Solution: We observe that, integration first w.r.t.   is not possible.  

  We change the order of integration first then evaluate it.  

  From given integration, the region is bounded by         √       
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             circle with centre at origin and radius 1 between the lines     and 

     as shown in figure. 

To change the order of integration we have to integrate first w.r.t.   and then w.r.t.    For 

that we take strip    parallel to the x-axis and moving it from     to      

  The limits of region are               √     

  Change of order of integration is  

∫ ∫
 

      √       
      ∫ ∫

 

      

 

√         

√    

 

 

 

√    

 

 

 

       

                             ∫
 

    

 

 
 [      

√    
]
 

√    

     

                             ∫
 

      

 

 
 *

 

 
  +     

                              
 

 
 ∫

    

     

 

 
     

                              
 

 
               

  

                              
 

 
 *   (

 

 
  )      + 

                              
 

 
 *   (

   

  
)+ 

  ∫ ∫
 

      √       
      

√    

 

 

 

 
 

 
    (

  

   
)   

==================================================================== 

====================================================================

Triple Integral:  If          is continuous in a region   in three dimensional space with   is 

divided into  -sub regions               then for            lies in       triple integral is 

denoted by ∭         
 

 
    and defined as 
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 ∭         
 

 
           

      
∑                

 
    

====================================================================

Volume by triple integration: 

                 Volume of the region   in a three dimensional space is given by  

Volume of   ∭   
 

 
 = ∭       

 

 
  

====================================================================

Ex: Evaluate ∫ ∫ ∫     
 

   

 

   

 

   
           

Solution: Let,    ∫ ∫ ∫     
 

   

 

   

 

   
          

                              ∫ ∫     
 

   

 

   
 *

  

 
+
 

 

        

                             ∫ ∫    
 

   

 

   
 *  

 

 
+        

                             
 

 
 ∫    

   
 *

  

 
+
 

 

    

                             
 

 
 ∫        

 

   
    

                             *
  

 
+
 

 

 

                          I = 1 

====================================================================

Ex: Evaluate ∫ ∫ ∫        
 

   

 

   

 

   
           

Solution: Let    ∫ ∫ ∫        
 

   

 

   

 

   
          

                            ∫ ∫         
 

   

 

   
 
  

 
  
         

                         ∫ ∫     
 

   

 

   
 

 

 
          

                          ∫ *
  

 
 (  

 

 
)  +

 

 
 

   
                       

                          ∫           
 

   
    

                         ∫       
 

   
    

                                 
  

                              

                       

====================================================================

Ex: Evaluate ∫ ∫ ∫          
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Solution: Let    ∫ ∫ ∫          

 

 

 

 

 
          

                           ∫ ∫          
    

 

 

 
       

                           ∫ ∫              
 

 

 

 
       

                           ∫ *
 

 
           +

 

  

 
    

                           ∫ *
 

 
        

 

 
      +

 

 
    

                           ∫ *
 

 
    

 

 
      +

 

 
    

                           *
 

 
    

 

 
      +

 

 
 

                          *
 

 
    

 

 
      +  *

 

 
 

 

 
  + 

                           
 

 
                *

     

 
+ 

                        
 

 
                  

====================================================================

Ex: Evaluate ∫ ∫ ∫
 

√          

√       

 

√    

 

 

 
           

Solution: Let     ∫ ∫ ∫
 

√          

√       

 

√    

 

 

 
          

                             ∫ ∫ [      

√       
]
 

√       
√    

 

 

 
       

                              ∫ ∫ (
 

 
  )

√    

 

 

 
       

                             
 

 
 ∫     

√     

 
    

                             
 

 
 ∫ √     

 
    

                             
 

 
  *

 

 
√      

 

 
      +

 

 
 

                             
 

 
 *  

 

 
(
 

 
)   + 

                           
  

 
 

==================================================================== 

Ex: Evaluate ∭                 over the tetrahedron               

       and           

Solution: The region over tetrahedron             and          

is expressed as               and            
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   ∭       

 

 

           ∫ ∫ ∫        

     

 

   

 

 

 

          

                                   ∫ ∫ *       
  

 
+
 

     
   

 

 

 
       

                 ∫ ∫ *             
        

 
  +

   

 

 

 
       

  ∫ ∫ [             
 

 
       

 

 
      ]

   

 

 

 

 

      

                    ∫ ∫ *
 

 
 

 

 
      +

   

 

 

 
       

                    
 

 
 ∫ ∫            

   

 

 

 
      

                    
 

 
 ∫ *  

 

 
      +

 

    

 
    

                    
 

 
 ∫ *    

 

 
       

 

 
  +

 

 
    

                    
 

 
 ∫ *

 

 
   

 

 
  +

 

 
    

                    
 

 
 *

 

 
  

 

 
   

 

  
  +

 

 
 

                    
 

 
*
 

 
 

 

 
 

 

  
  + 

                   
 

 
*
     

  
+ 

   ∭       

 

 

          
 

 
 

====================================================================

Ex: Evaluate ∭
 

          
           over the region             and          

Solution: The given region             and          

is expressed as                and              

   ∭
 

          
           ∫ ∫ ∫                 

 

   

 

 

 
            

         ∫ ∫ *
           

  
+
 

        

 

 

 

       

                        
  

 
 ∫ ∫                

   

 

 

 
       

                        
  

 
 ∫ *

 

 
  

         

  
+
 

   
 

 
    

                      
  

 
 ∫ *

 

 
                     +

 

 
    

                           
  

 
 ∫ *

 

 
 

 

 
  

 

 
 

 

     
+
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 ∫ *

 

 
 

 

 
  

 

     
+

 

 
    

                                 
  

 
 *

 

 
  

 

 
           +

 

 
 

                                
  

 
 *

 

 
 

 

 
       + 

                                   
  

 
 *

 

 
     + 

      ∭
      

          
 

 

 
 [     

 

 
] 

==================================================================== 

Ex: Using triple integration find the volume of a sphere of radius    

Solution: The equation of sphere of radius   is            .  

The region of volume   of a sphere is expressed as  

        √        √      and  √           √         

  Volume of sphere   ∭         
 

 
 

                                          ∫ ∫ ∫         
√        

 √        

√     

 √     

 

  
 

                                           ∫ ∫ ∫         
√        

 

√     

 

 

 
 

                                    ∫ ∫     
√        √     

 

 

 
       

                                            ∫ ∫ √        √     

 

 

 
       

                  ∫ *
 

 
√         

       

 
      

√     
+
 

√     
 

 
    

               ∫ *  
       

 
(
 

 
)   +

 

 
    

               ∫        
 

 
    

               *    
 

 
  +

 

 
 

                     
 

 
      

         
 

 
    cubic unit. 

==================================================================== 

Ex: Find the volume of the region bounded by the co-ordinate planes                   

and          

Solution: The volume of the region bounded by the co-ordinates planes              

and        . 

The region of volume   of is expressed as  

               and 0          

       ∭         
 

 
 = ∫ ∫ ∫         
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                                     ∫ ∫     
        

 

 

 
       

                     ∫ ∫          
   

 

 

 
       

                     ∫ *       
 

 
  +

 

    

 
    

                            ∫ *       
 

 
        +

 

 
    

                        
 

 
 ∫         

 

 
    

                         
 

 
 *

      

  
+
 

 

 

                                 
  

 
         

  

                          
  

 
       

                                             
 

 
 cubic unit. 

Ex: Find the volume bounded by the cylinder         and the planes            

Solution: The region   bounded by cylinder         and the planes            

is expressed as          √       √     and          

   Volume   ∭         
 

 
 

                       ∫ ∫ ∫         
   

 

√    

 √    

 

  
 

                      ∫ ∫     
   √    

 √    

 

  
       

                    ∫ ∫      
√    

 √    

 

  
       

  ∫ ∫        
√    

 

 

 
   

   ∫     
 

  
    ,

  ∫     
 

 
                           

                                     
 

                            ∫ ∫      
√    

 

 

 
 

                            ∫     
√     

 
    

                             ∫ √     

 
    

                             *
 

 
√     

 

 
     (

 

 
)+

 

 
 

                            *   (
 

 
)   +  

          Volume      cubic unit. 



 


