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MTH -101MATRIX ALGEBRA

MTH 101: MATRIX ALGEBRA
UNIT-I: Adjoint and Inverse of a matrix. Marks 15, Hours 08
a. Elementary operations on matrices
b. Adjoint of a matrix
c. Inverse of a matrix.
c. Existence & uniqueness theorem of inverse of a matrix.
d. Properties of inverse of a matrix,
UNIT-II: Rank of Matrix. Marks 15, Hours 08
a. Elementary matrices.
b. Rank and normal form of a matrix.
c. Reduction of a matrix to its normal form.
d. Rank of product of two matrices.
UNIT-I11I: System of Linear Equations and Eigen Values. Marks 15, Hours 08
a. A homogeneous and non-homogeneous system of linear equations.
b. Consistency of system of linear equations.
c. Application of matrices to solve the system of linear equations.
b. Eigen Values and Eigen Vectors of Matrices, Characteristic equation of a matrix.
c. Cayley Hamilton theorem (statement only) and its use to find the inverse of a matrix.
UNIT-1V: Orthogonal Matrices and Quadratic Forms Marks 15, Hours 08
a. Orthogonal Matrices.
b. Properties of Orthogonal Matrices.
¢. Quadratic forms.
d. Matrix Representation.
e. Elementary congruent transformations, Diagonal form of a quadratic forms, Canonical forms.
REFERENCE BOOKS:
1. Matrix and Linear Algebra, by K. B. Datta, Prentice Hall of India Pvt. Ltd.
New Delhi,2000.
2. A Text Book of Matrices, by Shanti Narayan, S. Chand Limited, 2010.
3. Schaum's Outline of Theory and Problems of MATRICES, by Richord Bronson,
McGraw-Hill, New York, 1989.
Learning Outcomes:
After successful completion of this course the student will be able to:
a) understand concepts on matrix operations and rank of the matrix.
b) understand use of matrix for solving the system of linear equations.
¢) understand basic knowledge of the Eigen values and Eigen vectors.
d) apply Cayley-Hamilton theorem to find the inverse of the matrix.
e) know the matrix transformation and its applications in rotation, reflection,
translation.
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MTH-101:MATRIX ALGEBRA
UNIT-I: ADJOINT AND INVERSE OF A MATRIX

INTRODUCTION:

In this section we shall study “Matrix Algebra”. It is an important branch of
Mathematics because it finds application in Physics, Statistics, Psychology, Engineering,
Computer Sciences etc. The credit of formulation and development of “Matrix Theory”
goes to great Mathematicians Hamilton, Cayley and Sylvester.

Matrix: An arrangement of mn numbers in m rows and n columns and enclosed in a
square bracket is called a matrix of order mxn (read as m by n).
Note: i) The numbers occurring in a matrix are called elements of matrix.
i) If a;; denote an element in the i" row and ™ column of a matrix A of
order mxn then matrix A is written as:

d117 A1 0 Aip
dp1 Azt Agp

A= : : : - [all ] mxn
dmi1 9Am2 °°° Amn

Types of Matrices:

Row Matrix: A matrix containing only one row is called a row matrix.

i.e. A matrix A = [3ij]myn IS called a row matrix if m=21and n> 1.

Column Matrix: A matrix containing only one column is called a column matrix.

i.e. A matrix A = [Qij]nxn is called a column matrix if m>21and n=1.

Zero Matrix or Null Matrix: A matrix whose all elements are zero is called a zero
matrix or a null matrix.

i.e. A matrix A = [dij]y, is called a zero matrix or a null n matrix if a;; =0 Vi and j.
Square Matrix: A matrix containing same number of rows and columns is called a
square matrix.

i.e. A matrix A = [3ij]mxn IS called a square matrix if m = n.

Diagonal Matrix: A square matrix in which all non-diagonal elements are zero is called a
diagonal matrix.

i.e. A square matrix A = [3ij].xn is called a diagonal matrix if a;=0Vvi=#j.

Scalar Matrix: A diagonal matrix in which all diagonal elements are equal is called a
scalar matrix.

i.e. A square matrix A = [@ij], is called a scalar matrix with scalar k if a;; =0 V i # j and
a;=0Vvi=j.

Unit Matrix or Identity Matrix: A diagonal matrix in which all diagonal elements are 1
is called an unit matrix or identity matrix.

i.e. A square matrix A = [Qij], is called an unit matrix or identity matrix if a;; =0V i # |

andai]-=1‘v’i=j.
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MTH-101:MATRIX ALGEBRA
Transpose of a Matrix: A matrix obtained from given matrix A by interchanging its
rows and columns is called the transpose of matrix A. Denoted by A'.
i.e. A matrix A =[] men = [Qji]nxm iS called the transpose of matrix A.
Symmetric Matrix: A square matrix A = [Qij],x, IS called a symmetric matrix
if A'=Ai.e. if ajj = aji‘v’ I, j
Skew Symmetric Matrix: A square matrix A is called a skew symmetric matrix
if A'=—Ai.e.if ajj = —ajiv I, j
Upper Triangular Matrix: A square matrix in which all the elements below the diagonal
are zero is called an upper triangular matrix.
i.e. A square matrix A = [3ij], is called an upper triangular matrix if a; =0V i > ].
Lower Triangular Matrix: A square matrix in which all the elements above the diagonal
are zero is called a lower triangular matrix.
i.e. A square matrix A = [3ij], is called a lower triangular matrix if a; =0 Vi <j.
Triangular Matrix: A square matrix which is either upper triangular matrix or lower
triangular matrix is called a triangular matrix.
Singular Matrix: A square matrix A is called a singular matrix if |[A| =0
Non-singular Matrix: A square matrix A is called a non-singular matrix if |A| #0

Note: i) If k is scalar and A is any matrix then (kA)'= kA'
ii) If A and B are matrices of same order then (A + B)'=A" + B’
iii) If A and B are matrices such that product AB is defined then (AB)'= B’'A’
iv) If A is any square matrix then |A| = |A’|
v) If k is any non-zero scalar and A is any square matrix of order n then
[KA| = K" |A]
vi) If A and B are square matrices of same order then |AB| = |A||B|
vii) If A is any square matrix containing zero row or zero column or any two
rows or any two columns are identical then |A| = 0.

1 3 0
Ex. Show that a matrix A= [2 -1 3] IS non-singular matrix.
0 1 2
1 3 0
Proof: Consider |[A]=1]2 -1 3
0 1 2
=1(-2-3)-3(4-0)+0
=—-5-12
|A| = =17 #0

Hence A is a non-singular matrix is proved.

Ex. If A and B are symmetric matrices then prove that
a) (AB + BA) is a symmetric matrix.
b) (AB — BA) is a skew symmetric matrix.
c) A" is a symmetric matrix, where m is any positive integer.
Proof: Given A and B are symmetric matrices i.e. A'=Aand B'=B
a) Consider (AB + BA)' = (AB)' + (BA)'
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MTH-101:MATRIX ALGEBRA
=B'A'+ AB'
=BA + AB
= AB + BA
Hence (AB + BA) is a symmetric matrix is proved.
b) Consider (AB — BA)' = (AB)' — (BA)'

=B'A — AB'
=BA — AB
= —(AB - BA)

Hence (AB — BA) is a skew symmetric matrix is proved.
c) Consider (A™)' = (AA ...... A)' (m times)

=A'A"....... A' (m times)
=AA ...... A (m times)
=AM

Hence A" is a symmetric matrix is proved.
Ex. If A is any symmetric matrix then prove that
a) A+ A'isasymmetric matrix.
b) A — A'is a skew symmetric matrix.
c) AA'and A'Aare both symmetric.

Minor of an element of a matrix:

Let A = [3ij] be a square matrix of order n, then the determinant obtained by
deleting i row and j" column from |Alis called minor M;; of an element a;;
Cofactor of an element of a matrix:

Let A = [2ij] be a square matrix of order n, then A;= (-1)" M;; is called cofactor of
an element a;;.
Adjoint of a matrix:

Let A = [aij] be a square matrix of order n, then the transpose of the matrix of
cofactors M = [Ajj].xn, is called adjoint of A. It is denoted by adj A.

Thus adj A=M'= [Aij]'nxn-

A T il s

Solution: My = |=5| = =5, My = |3]| =3, My, = |=2| = =2,
2 A= (DY Mp =1 x (=5)=-5
Ay = ('1)2+1 Mj; = (-1) X (3) = -3
Ay = ('1)2+2 My =1 X (=2)=-2

] then find minors and cofactors of a;1, ay; and ay

1 0 2
Ex.IfA=[—-1 2 1| =[3j]sasthen find minors and cofactors of a;;, ay; and as,
3 10
S _12 16 4 _ _
Solution: My; = |1 0| =0-1= -1,

.
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MTH-101:MATRIX ALGEBRA

T 0
|\/|23:|3 J=1-0=1,

_|1 2]_ _
Mg =| -, {|=1+2=3,

2AL= (DM M =1 x (1) = -1
Ay= (1) My =(-1) x (1) = -1
Az = ('1)3+2 Ms; = (—1) X (3)=-3

) . -2 =5
Ex. Find adjA, where A = [ 7 1]
Solution: The matrix of cofactors of elements of A is

—_ A11 A12
v=[a ]
:[ M11 —M12]
_M21 MZZ
[1 —7
5 =2
- 1 5
adjA=M'= [_7 _
di1  djp . dzp  —dp
Note: If A = [a21 azz] then adjA = [_321 a,, ]
-1 2 -3
Ex. Find adjA, where A=| 2 1 0‘
4 -2 5
Solution: The matrix of cofactors of elements of A is
A11 A12 A13 Mll _M12 M13
M=1Az1 Az Ayg|=|—My M, —M;;
A31 A32 A33 M31 _M32 M33
G5+0 -(10-0) (-4-4) 5 —-10 -8
=1-(10-6) (-5+12) —(2-8)|7|—4 7 6]
0+3) —0+6) (-1-4 L3 -6 =5
5 —4 3
~adjA=M'=|-10 7 —6]
-8 6 =5

Note: i) The sum of the products of the elements in any row (or column) of a determinant
and their corresponding cofactors is equal to the value of the determinant.

I1) The sum of the products of the elements in any row (or column) of a determinant and
the cofactors of the corresponding elements in any other row (or column) is zero.

Theorem: For any square matrix A, A(adjA) = (adjA)A = |A| |
Proof: Let A= [3ij],x, IS a square matrix of order n.
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MTH-101:MATRIX ALGEBRA

~ adjA = [Ajj]'xn is @ square matrix of order n.
~ A(adjA) & (adjA)A are square matrices of order n.
Now A(ade) = [aij]nxn [Aij]'nxn

[a11 12 Q] [A1r Azr 0 Am
_ |31 @2 v | Ay Ay o Apg
_al’ll dn2 *** dpn A1n A2n ot Ann
[lA] 0 - 0
_ 0 |A| 0
[0 0 - A
- A@adjA) = Al

Similarly - (adjA)A = |A|l
Hence A(adjA) = (adjA)A = |A|l is proved.

Ex: If A is the non-singular matrix of order n, then prove that
i) [adjA| = |A[*"1 i) adjA is non-singular
Proof: Let A is the non-singular matrix of orderni.e. |A| #0
i) As A(adjA) = |A]l
~ |AadjA| = [|A]1]
~ |AlladjAl = |A["]1]
=~ |ladjA| = |A|™ 1 since |[A| #0and |I| =1
i) As |A| #0 . |adjA| = |A|*" 1 #0
~ adjA is non-singular matrix is proved.

Ex: If Ais a square matrix then prove that (adjA)' = adjA'
Proof: Let A= [3ij],«, be a square matrix of order n.
o A" =[]0 = [3ji]xn bE @ Square matrix of order n.
~ (adjA)' & adjA" are the square matrices of order n.
As adjA = [Ajj]
(ade)': [Aii]nxn = [Ali]']'nxn = [Aji],nxn = ade'
Hence proved.

Ex: If A is a symmetric matrix then prove that adjA is also symmetric matrix.
Proof: Let Abe a symmetric matrix.
A=A (1)
Now (adjA) = adjA' gives (adjA) = adjA by (1)
~ adjA is also symmetric matrix. Hence proved.

Inverse of a Matrix:
A square matrix B is said to be inverse of a square matrix A if AB = BA = |
Note: Inverse of a square matrix A is denoted by A™ i.e. AA'=A"A=I.

Theorem: The necessary and sufficient condition for a square matrix A to have an inverse
is that |A| # 0 i.e. A square matrix A is invertible if and only if A is non-singular.
Proof: The condition is necessary: Suppose a square matrix A to have an inverse say B.

e ——
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MTH-101:MATRIX ALGEBRA
~AB =1
=~ |AB| = 1|
~|AlIBl =1
~ |A| # 01i. e. Ais non-singular matrix.
The condition is sufficient: Suppose a square matrix A is non-singular matrix
i.e. |A] #0.
As A(adjA) = (adjA)A = |A]l

1 Ay g1 _
. A(m adjA) = (IAI adjA)A = |

~ AB=BA=1,where B = ﬁ adjA

= A square matrix A is invertible and A= B = Ifll adjA.
Hence proved.

Theorem: Inverse of a square matrix if it exist, is unique.
Proof: Suppose a square matrix A to have two inverses B and C.
~AB=BA=land AC=CA=1
Now B = Bl
=B (AC) since AC = |
=(BA)C
=ICsince BA=1
=C
Thus inverse of a square matrix A is unique.
Hence proved.

3 5 0
Ex.IfA=|-2 0 —1|, Show that A(adjA) is an identity matrix.
3 2 1
3 5 0
Proof: Let A=|—-2 0 —1]
3 2 1

~ |A] = 3(0+2)-5(-2+3)+0=6-5=1
Now A(adjA) = |A|l gives A(adjA) = I since |A|=1.
Hence A(adjA) is an identity matrix is proved.

3 -3 4
Ex.IfA=2 —=3 4|, Show that A(adjA) is an identity matrix.
0 -1 1
3 -3 4
Proof: LetA=|2 -3 4]
0 -1 1

o |A] = 3(-3+4)+3(2-0)+4(-2+0) = 3+6-8 = 1
Now A(adjA) = |A|l gives A(adjA) = I since |A|=1.
Hence A(adjA) is an identity matrix is proved.

.
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-3 1 0
Ex. IfA= —2 1|, Show that A(adjA) is a null matrix.
-1 -1 1

-3 1 0
Proof: Let A= [ 2 =2 1]
-1 -1 1
o |A| =-3(-2+1)-(2+1)+0=3-3=0
Now A(adjA) = |A|l gives A(adjA) = 0 since |A|=0.
Hence A(adjA) is a null matrix is proved.

3 -3 4
Ex.Let A=|2 —3 4|i) Verify that A(adjA) = (adjA)A = |A|l and ii) find A
0 -1 1
3 -3 4
Proof: LetA=|2 -3 4
0O -1 1
o |A] = 3(-3+4)+3(2-0)+4(-2-0) = 3+6-8 = 1
All=1.......... (1)
The matrix of cofactors of elements of A is
A1 Az Ags M;;  —M;; Mg
M=1Az1 Azy Ays|=|—My M, —M33
-A31 A32 A33 M31 _M32 M33
(=3+4) -(2-0 (-2+0) 1 -2 =2
=1 -(-3+4) (3-0) —(—3+0):[—1 3 3]
|(-12+12) —(12-8) (=9+6) 0 -4 -3
1 —1 0
~adjA=M'=| -2 —4]
-2
3 —3 4 —1
Consider A(adjA) =12 -3 4] [ ]
0 -1 1
34+6—8 —3 9+12 0+12—-12
=|24+6—-—8 —-2—-9+12 0+12—12]
[ 0+2—2 0—-3+3 0+4-3
1 0 O
=0 1 0]
[0 0 1
~A(diA) =1 ... (2)
Similarly (adjA)A=1 ........ (2)

From equation (1), (2) & (3), we get,
A(adjA) = (adjA)A = |A]l =1,
Hence verified.

.
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1 -1 0
ii) Now A :ﬁade= -2 3 —4]
-2 3 =3
1 2 4
Ex.LetA=|7 2 0]i) Verify that A(adjA) = (adjA)A = |A|l and ii) find A™
0 1 2
1 2 4
Proof: LetA=17 2 0
0 1 2
~ |A| = 1(4-0)-2(14-0)+4(7-0) = 4-28+28 = 4
~|AII=4I.......... (1)
The matrix of cofactors of elements of A is
A1 A Ags M;;  —M;; Mg
M=[Az1 Az Azz|=[—My; My, —My;
-A31 A32 A33 M31 _M32 M33
4-0 -(14-0) (-0 4 14 7
=[-¢-9 @2-0 -A-0fF|0 2 —1]
| (0—-8) —(0-28) (-14)) -8 28 -—12
4 0 -8
~adjA=M'=| —-14 2 28 ]
7 -1 -12
(1 2 4 4 0 -8
Consider A(adjA) =7 2 0]| —14 2 28 ]
0 1 2 7 -1 -12
(4 —28+28 0+4—-4 —8+56 —48
=(28—-284+0 0+4+4+0 —56+56—0]
[ 0—-14+14 0+2 —2 0+ 28—24
(4 0 0
=10 4 0]
[0 0 4
~A(adjA) =41 ... (2)
Similarly (adjA)A =4l ........ (3)

From equation (1), (2) & (3), we get,
A(adjA) = (adjA)A = |A]l = 41,
Hence verified.

. . 4 0 —8
ii)NowA'lzmade=Z -14 2 28
7 -1 -12
-2 -1 3
Ex. Find A if it exists, by using adjoint method for A=| 1 3 7
4 2 -6

e ——
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-2 -1 3
Sol: LetA=| 1 3 7
4 2 -6

o |A| = -2(-18-14)+(-6-28)+3(2-12) = 64-34-30 =0
I.e. A'is a singular matrix.
-~ A does not exists

1 3 3
Ex. Find A if it exists, by using adjoint method for A= |1 4 3]
1 3 4
1 3 3
Sol: LetA=|1 4 3]
1 3 4

~|Al=(16-9)-3(4-3)+3(3-4)=7-3-3=1+#0
I.e. A'is a non-singular matrix.

~ Al is exists.
The matrix of cofactors of elements of A is
A1 Az Ags M;;  —M;, Mg
M=1Az1 Az Ay|=|—My; My, —Mys
-A31 A32 A33 M31 _M32 M33
(16-9) -(4-3) (GB-4%) 7 -1 -1
=1-(12-9) 4-3) -B-3)F|3 1 0]
| 9-12) -(3B3-3) @4-3] =3 0 1
7 -3 =3
~adjA=M'=|-1 1 0]
-1 0 1
7 -3 =3
Alzﬁade= -1 1 0]
-1 0 1
1 2 =2
Ex. Find A if it exists, by using adjoint method for A=|—1 3 0 l
0o -2 1
1 2 =2
Sol: LetA=|—-1 3 0]
0o -2 1

o |A] = (3+0) - 2(-1-0) -2(2-0)=3+2-4=1#0
I.e. A is a non-singular matrix.

~ Al is exists.
The matrix of cofactors of elements of A is
A A Agz My —Mp; Mgz
M=[Az1 Az Apz|=[—My; My, —Mpy;
A31 A32 A33 M31 _M32 M33

e ——
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B3-0 -(-1-0) (2-0) 3 1 2
-2-4) (1-0) —(—2—0)=[2 1 2]
0+6) —(0-2) (3+2) 6 2 5

3 2 6
~adjA=M'=]1 1 2]
2 25

3 2 6

.-.A'lzlxlladez 1 1 2]

2 25

Theorem: If A, B are non-singular square matrices of same order then
a) AB is non-singular (i.e. (AB)™ exists.)
b) (AB)'=B'A™(Reversal law for the inverse of a product)
c) adj(AB) = (adjB) (adjA)
Proof: Let A, B are non-singular square matrices of same order.
a) As|A|#0&|B| #0
~ [AlIB] #0
~|AB| # 0
=~ AB is non-singular i.e. (AB)™ exists.
b) Consider (AB)(B*A™) = A(BBH)A = AIA'=AA'= |
& (B'AY) (AB) =B*(A*'AB=B*IB=B'B =
~ (AB)'=B*A™
c) Consider (AB)(adjB)(adjA) = A[B(adjB)](adjA)
= AlIB|1](adjA)
= |BI[A(adjA)]
= |BI|All
= |AlIBII
= |AB|I
= (AB)(adjAB)
~(AB)(adjAB) = (AB)(adjB)(adjA)
Premultiplying by (AB)™ on both sides, we get,
adj(AB) = (adjB)(adjA)
Hence proved.

Theorem: If A is a non-singular matrix and n is any natural number then (A" = (A"
Proof: Let A be a non-singular matrix and n is any natural number then
(A")'= (AA....... A)* n-times
=ATAY .. A n-times, by reversal law of inverse.
(An)-l — (A-l)n
Hence proved.

.
DEPARTMENT OF MATHEMATICS, K&RM. &. M. PATIL ARTS, COMMERCE AND KAL ANNASAHES N. K. PATIL SCEENCE SR. COLLEGE, PIMPALNER. 10




MTH-101:MATRIX ALGEBRA

Theorem: If A is a non-singular matrix then (A")'= (A™)"
Proof: Let A be a non-singular matrix i.e. |A| # 0

~ A is exists.

As AAT=1=ATA

~ (AAD =1'= (AA)

SANYA == AAY 1=

= (A)Y) = (A7)

Hence proved.

Ex: If A, B are two square matrices of same order with AB = I, then show that B = Al
Proof: AsAB=I........ (1)

~ |AB| =1

~ |AlIB] =1

~ Al #0

~ Al exists.

Pre-multiplying by A™ on both sides of the equation (1), we get,

Al (AB) = A

~ (A'A)B= A"

~I1B=A"

~B=A1

Hence proved.

Theorem: If A is a non-singular matrix of order n and k a non-zero scalar then
1

a) (kA)'= % Al b) |ATY = Al ¢) adj(adjA) = |A|"?A and d) adj(kA)=k""(adjA)
Proof: Let A be a non-singular matrix of order n and k a non-zero scalar.
~ Alis exists and AA=ATA=|
a) Consider (KA)(z A") = AA'= |
& (- AY(KA) = A'A=|

« (kA= (1 AY)

b) As AA*=]
~ |AATH =]
|A||A_1| =1
a1 = L
AT = o

c) AsA(adjA) = |A|l
~ |A(adjA)| = [|All]
~ |AlladjA| = |A|"1]
~ ladjA] = |AI™ ... (1)since |[A] £ 0and |I| = 1
= (adjA)[adj(adjA)] = [adjA|l
« (adjA)[adj(adjA)] = [A]™"1 by (1)
Premultiplying by A on both sides, we get,
A(adjA)[adj(adjA)] = |AI" T Al

.
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« |All [adj(adjA)] = |A]™A
~ adj(adjA) = |A|"*A  since |A| # 0
d) As A(adjA) = |A|l
~ (kA)[adj(kA)] = [KA[L
=~ (kA)[adj(kA)] =k" |A|1 since order of A is n.
~ Aladj(kA)] =k"* A(adjA)
Premultiplying by A™ on both sides, we get,
A'Afadj(kA)] =k"! A*A(adjA)
=~ 1adj(kA)] =k™* I(adjA) - adj(kA) =k"*(adjA)

1 2 -1 3 : . ) )
Ex. |fA:[0 3], B:[7 o], verify that adi(AB) = (adjB)(adiA)

Solution: Let A = [(1) g] & B= [—71 ;]

o1 21-1 3

"AB_-O 3] 7 2]
_[-1+14 3+4]
l0+21 046

o3 7

“AB=[,] o

e [ 6 =7

- adj(AB) = | 5 13] .......... (1)

Now adjA = [(3) _12] & adjB = [_27 :i

o . _[2 =313 -2
~ (adjB)(adjA) = | _1] [0 1]
[ 6+0 —4-3
—21+0 14-1

adimvadiay = | € =7
~(adiB)@djA) = | o o] e 2)

By equation (1) & (2), adj(AB) = (adjB)(adjA) is verified.

3 5 1 -2 : . : :
Ex. IfA= [1 2], B= [5 _9], verify that adj(AB) = (adjB)(adjA)

Solution: Let A = ﬁ g] & B= [é :3]

R O |
3+ 25 —6—45
1+10 —-2-18

o 28 —51
“AB=|1T oo

o _[-20 51

- adi(AB) = | 1] 28] .......... (1)

-5
3

=~ (adjB)(adjA) = :g ﬂ [_21 _35]
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: [—18 —2 45+6
~10-1 25+3
o [=20 51
- (adjB)(adjA) = |~ 1 og) e )

By equation (1) & (2), adj(AB) = (adjB)(adjA) is verified.

aym=1&n>1bm=>1&n=1c)m=n d) None of these.
2) A matrix of order mxn is called a column matrix if ......
aym=1&n>1 bpm>1&n=1c)m=n d) None of these.
3) A matrix of order mxn is called a square matrix if ......
ay m=1&n>1 bpm>1&n=1c)m=n d) None of these.
4) A square matrix is called a diagonal matrix if ......
a) every diagonal element is zero b) every non-diagonal element is zero
c) every element is zero d) None of these.
5) A square matrix is called a upper triangular matrix if ......
a) every lower diagonal element is 0, b) every upper diagonal element is 0
c) every diagonal element is 0 d) None of these.

6) A square matrix is called a singular matrix if ......

a) |JAl=0 b) [A] #0 c)A=0 d) None of these.
7) A square matrix is called a non-singular matrix if ......

a) |A| =0 b) |A] #0 c)A=0 d) None of these.
8) A square matrix is called a symmetric matrix if ......

a) A'=-A b) A=A A #A d) A’ =1

9) A square matrix is called a skew-symmetric matrix if ......
a) AA=-A b)A’ = A c)A"#A d) None of these.

10) (AB)=......
a) AB b) A'B' c) BA' d) BA
11) If k is any non-zero scalar and A is any square matrix of order n
then |kA|=.....
a) k|A| b) k" |A| c) kA d) k

.
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12) IfA= [_12 _5] [311 322] then cofactor of a,; is.....

dz1
a) -5 b) =3 C) 2
1 0 2
13) IFA=|-1 2 1] = [Qij]sys then cofactors of asy is ......
3 1 0
a) =3 b) 3 C)2

_ 311 412 L
14) If A= [321 azz] then adjA=......

a)[au _312] )[311 a12] )[azz —dqp
dz1 Ay dz1 azzl’ dz1 A1

15)IfA=[7 5] thenlal=......

a) -7 b) 7 c) 10
16) For any square matrix A, A(adjA) = (adjA)A = ......
a) [Al'l b) Al o) I
17) For any square matrix A of order n, |adjA| = ......
a) |Al b) |AI" o)
18) For any square matrix A of order n, adj(adjA) =......
a) |AI"A b) |AI"*A c) [AI"?A
19) A square matrix A is invertible if and only if A is.......
a) symmetric b) singular C) non-singular
20) A(adjA) is an identity matrix iff [A] =......
a)l b) 0 c)-1
21) A(adjA) is a null matrix iff |A| = ......
a)l b) 0 ) -1

22) For any non-singular matrix, A™=......

a) adjA b) |AladjA ) ﬁ adjA

MTH-101:MATRIX ALGEBRA

d)0

ol 2|

A1  dpp

d)3

d) None of these
d) None of these
d) None of these
d) None of these
d) None of these

d) None of these

d) None of these

23) If A, B are non-singular square matrices of same order then (AB)™* = ......

a) B'A" by A'B™ c) BA

d) None of these.

24) If A, B are non-singular square matrices of same order then adj(AB) = ......

a) (adjA)(adjB)  b) adj(BA) ¢) (adjB)(adjA)

d) None of these.

.
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Elementary Transformations:
Following six operations on matrices are called elementary transformations or
elementary operations.
i) Ry: Interchange of i™ and j" rows.
i) kR; or Rig: Multiplication by k (# 0) to every element of i row.
i) Ri + kR; or Rijjgy: Adding k times an element of j™ row to the corresponding
element of i"" row.
iv) Cjj: Interchange of i and " columns.
v) KC; or Cjj: Multiplication by k (# 0) to every element of i column.
Vi) C; +KC;j or Cijy: Adding k times an element of j"" column to the corresponding
element of i" column.
Equivalent Matrices:

A matrix B is said to be equivalent to a matrix A if B is obtained from A by
performing some elementary transformations on A. Written as A~B and read as matrix A
IS equivalent to matrix B.

Note: i) A~A(Reflexivity), ii) If A~B then B~A(Symmetry) and

i) If A~B and B~C then A~C (Transitivity).

iv) If o is an ERT then o(AB) = (¢ A)B and if ¢ is an ECT then o(AB) = A(oB).
Elementary Matrices:

A matrix obtained from a unit matrix by performing single elementary
transformations on it is called an elementary matrix or E-matrix.

Note: 1) There are six elementary matrices obtained by using six elementary
transformations as i) | ®u Ej; ii) | Rico Ejy iii) | Fieo Ejjgy
iV) I C;l;f E'ij, V) | Ciik) E'i(k) and VI) | Cii(") E'ij(k).

2) Eij = E'ij and Ei(k) = Eli(k) but Eij(k) * Elij(k).

3) [Ey| = [E'] = -1, |Eigg | = [E'igo | = k and [Ejjag| = |E'sig0] = 1

4) If E is an ERM corresponding to an ERT o then o(A) = o(1A) = a(I)A = EA and

if E' is an ECM corresponding to an ECT o then a(A) = o(Al) = Aa(l) =AE'

Theorem: The inverse of an elementary matrix is an elementary matrix of the same order.
Proof: Let Eij, Ei(k), Eij(k), E'ij, Eli(k) and Elij(k) are the elementary matrices of order n obtained
from the unit matrix | of order n.
i) We have E;; = | Ej
By performing ERT R;; on both sides, we get,
| = Eij Eij
« (Ey)" = Ej
II) We have Ei(k) = Ei(k)

.
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By performing ERT Ri(%) on both sides, we get,
| = Ei(2) Eigg
- 1

» (Eig) " = Ei(3)
iif) We have Ejj = | Ejjw

By performing ERT R;jj(—k) on both sides, we get,

I = Eij(—K) Eij

~ (Eijw) " = Ej(=Kk)
Similarly we can prove (E%)" = E'jj (E'iq) ™" = E'i(%) and (E'ijg) ™" = E'i(—K).
Hence the inverse of an elementary matrix is an elementary matrix of the same
order is proved.

Ex: Let A, B be matrices such that AB is defined. If o,is an ERT and o, is an ECT, then
show that 0,(0,(AB)) = 0,(0,(AB))
Proof: Let o;is an ERT and g, is an ECT, then consider
01(02(AB)) = 01(Ac,(B))
= 0,(A)0,(B)
= 0,(01(A)B)
= 0,(01(AB))
Hence proved.

Ex: For the elementary matrices of the third order compute E12[E13(_2)]'1E'13( -1)
Sol: Let Eg[Es)] 'E'1s(—1)
= E12E13(2)E 13( 1)

0 1 0][1 0 2
=[1 o o|lo 1 4[ ]

0 o 1llo o 1ll-1 o 1

0 1 O0][1+0—-2 0+0+0 0+0+2
=[1 0 0/|0+0+0 0+14+0 04+0+0

0 o 1tJlo+0-1 0+0+0 0+0+1

0 1 0][-1 0 2
=[1 0o o|]|o0 1 4

0 o 1l-1 0 1

'0+0+0 0+140 04040
=[-14+0+0 04040 2+0+0

[ 04+0—-1 0+0+0 0+0+1

0 1 0
-1 0 2

e ——
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EX: Compute [Eg(_g)]-l E13 E|23( —1)
Sol: Let [Eg(_g)]_l Eis E'23( —1)

= E3(— %) E13E'2(—1)

10 070 0o 1112 0 0
=10 1 010 1 0][0 1 0]
0 0 —2fl1 o ollo -1 1
10 07r0+0+0 040-1 040+1
=19 1T 01lo+0+0 0+1+0 0+0+0
0 0 —ZJ[1+0+0 0+0+0 0+0+0
(1 0 09 —1 1
1o 1 oflp 1 o]
1
00 —fl1 0o o
04+0+0 —14+04+0 14040
_lo+0+0 0+140 0+0+0
0+0—> 040+0 0+0+0

EX: Let A be a square matrix of order 3. The ERT’s R3(-1), R12(-2) and R»3(2) are applied
on A. If the resulting matrix is the matrix B, find a matrix P such that B = PA
Sol: We have B = E,3(2) E1»(-2) Es(—1)A = PA
P =Exn(2) E1a(-2) Es(—1)

1 0 O]t -2 01 0 O

={0 1 21{0 1 0] 0 1 0]

0 0 110 0 1§10 0 -1

1 0 0J[1+0+0 0—-24+0 0+0+0
=0 1 2|{0+0+0 0+1+0 0+0+0
0 0 11l0+0+0 0+0+0 0+0-1
1 0 O0]f1 -2 O

={0 1 21{0 1 O]

0 0 1410 0 -1

1+0+0 —-2+0+0 0+0+0
=10+0+0 O0+1+0 O0+0-2
0+0+0 0+0+0 O0+0-1

1 -2 0
-'-P=[O 1 —2]

Submatrix: A matrix obtained from a matrix A, by deleting from it some rows and/or
some columns is called a submatrix of the matrix A.

e ——
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Rank of a Matrix: A non-zero matrix A is said to be a matrix of rank r, if there exist at
least one non-zero minor of order r of A and every minor of order (r+1) of A is zero.
Note: i) Rank of null matrix iso i.e.p(0) =0

I1) Rank of an unit matrix of order n and every non-singular matrix of order n is n.

ie.p()=p(A)=n

i) If A is non-zero matrix of order mxn, then 1 < p(A) < min{m, n}

Iv) If every minor of order r of A is zero, then p(A)<rr.

v) If A is any square matrix of order n with |4| = 0, then p(A)< n.

vi) For any matrix p(A)= p(A").
Normal of a Matrix: Let A be a non-zero matrix of rank r, then it reduced to the form

I(; 8] by performing an elementary transformations on A is called normal of a matrix A.
Note: i) Normal form of a unit matrix of order n and every non-singular matrix of order
nisl,.
1 -2 0
Ex. Find rank of amatrix A=|0 1 —2]
o 0 -1
1 -2 0
Sol. LetA=|0 1 =2
0O 0 -1
~|Al=(-1+0)+2(0+0)+0=-1#0
1 0 1
Ex. Find rank of amatrix A=|2 5 7‘
1 2 3
1 0 1
Sol. LetA=|2 5 7]

1 2 3
~]Al=(15-14)-0+(4-5=1-1=0
~p(A)<3
Here > 7=15-14=10

1 2 3 4
Ex. Find rank ofamatrix A=(2 1 4 3
3 0 5 —-10

1 2 3 4]

Sol. LetA=]2 1 4 3 |beamatrix of order 3x4.

3 0 5 -—101

=~ Highest order of minor of A is 3. Consider the minor of order 3 as

.
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1 2 4
2 1 3 |[=(10-0)-2(20-9)+4(0-3)=-10+58—-12=36%0
3 0 —10

p(A) =

Ex. Determine the value of x that will make the matrix A =

of a) rank 3, b) rank 1, c) rank 2.
x x 1
1 x X]
x 1 x
o |A] = X(-X)-x(X-x3)+(1-x%)
= x% (x-1) + X% (x-1) — (x* -1)
= 2x% (x-1) — (x-1)(x+1)
= (x-1)(2x*-x-1)
= (Xx-1)(2x+1)(x-1)
= (x-1)%(2x+1)
a) p(A) =3 Al 20 (x12(2x+1) 20 @ x # 1 &x# —§¢>x € R-{l,—%}

- p(A) =3 forallx € R-{1, -2},

Sol. Let A =

1 1 1
b) Ifx=1then|A|=0and A=|1 1 1] in which every minor of order 2 is 0.
1 1 1
~p(A) =1forx=1.
.
2 2
1 1 1
C) Ifxz—zthen|A|=0andA= 1 —E —E
1 1
-5 1 —3
_r 1
inwhich | 2 2[=24+21= 2 isanon-minor of order 2.
1 _ = 4 2
2
~p(A) =2forx=—-.
Ex. Reduce the matrix A = [; 1 ;] to its normal form. Hence find p(A).
_ 2 3
Sol. Let A= 3 1 2
By performing R,-3R;, we get,
1 2 3
Ao 5 5l

By performing C,-2C; & C3-3C4, we get,

e ——
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1 0 0
A~ [0 -5 —7]
By performing (_?1)C2 & (_71)C3, we get,
1 0 0]
Al 1 1
By performing C;-C,, we get,
1 0 0]
Ao 1 0
i.e. A~[I, 0] be the normal form of A.
1 2
Ex. Reduce the matrix A = | -2 —4‘ to its normal form. Hence find p(A).
3 6
[ 1 2
Sol. LetA=|-2 —4
[ 3 6
By performing R,+2R; & R3-3R;, we get,
1 2
A~10 O
[0 0.
By performing C,-2C,, we get,
1 01
A~10 0
[0 0.
i.e. A~ [Il 0] be the normal form of A.
0 0
p(A)=1
1 2 -1 3
Ex. Reduce the matrix A=| 3 4 0 —1‘ to its normal form. Hence find p(A).
-1 0 -2 7

Sol.LetA=(3 4 0 -1

-1 0 -2 7

By performing R,-3R; & R3+Ry, we get,
1 2 -1 3]
A~10 -2 3 -10
0 2 -3 10
By performing C,-2C,; C3+C; & C4-3Cy, we get,
1 0 O 0 ]
A~|10 -2 3 -—-10
0 2 -3 10
By performing R;+R,, we get,

1 2 -1 3]

e ——
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1 0 0 O
A~[0 -2 3 -10

0 0 0 O
By performing (;)Cz, we get,
1 0 0 O
A~l10 1 3 -10
0 0 0 O
By performing C; — 3C, & C4 +10C,, we get,
1 0 0 O
A~10 1 0 O
0 0 0 O
i.e. A~ 15 8] be the normal form of A. ~p(A)=2
1 0 1 1
. {0 1 -3 1 i )
Ex. Reduce the matrix A = 31 0 5 to its normal form. Hence find p(A).
1 1 -2 0
(1 0 1 1]
{0 1 -3 -1
Sol. Let A = 31 0 5
1 1 -2 0
By performing Rs;-3R; & R;-R1, we get,
(1 0 1 1]
0 1 -3 -1
A~lo 1 =3 —1
0 1 -3 -—1J
By performing Rs;-R, & R4-R,, we get,
(1 0 1 17
0 1 -3 -1
Ao 0 o o
0 0 O 0 |
By performing C; — C; & C, — C4, we get,
(1 0 O 0]
0 1 -3 -1
A 0 0 O 0
0 0 O 0 |
By performing C; + 3C, & C, + C, we get,
(1 0 0 O
0 1 0 0
A~1o 0 0 o0
0 0 0 O
i.e. A~ [Ig 8] be the normal form of A. ~p(A)=2

.
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Ex. Reduce the matrix A =

Sol. Let A =

By perfo

By perfo

[2 3
1 -1
3 1
6 3

1 -1
2 3
3 1
6 3

1 -1
0 5
0 4
0 9

1 0
0 5

-1
-2
3
0

rming Ry,, we get,

-2
-1
3
0

-2
3
9

12

0
3

A~

0 4 9

_'7_

—4
-1
-2

_7_

—4
7
10

17

0
7
10

By performing R, — R; we get,

A~

0 9 12 17

1 0
0 1
0 4
0 9

0
—6
9
12

0
-3
10
171

MTH-101:MATRIX ALGEBRA
-1
—4
-2
-7

to its normal form. Hence find p(A).

rming Ry-2Ry, Rs-3R; & Ry-6Ry, We get,

rming C, + C; Cs + 2C; & C, + 4C,, we get,

By performing R; — 4R, & R4 — 9R;, we get,

A~

1 0
0 1
0 O

0
—6
33

0 0 66 44]

0
-3
22

By performing C; + 6C, & C, + 3C,, we get,

A~

[1 0 O
01 O

0
0

0 0 33 22
0 0 66 44

By performing (%)Cg, we get,

A~

1 0 0

0 1 0
0 0 1
0 0 2

0
0

22
44

e ——
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By performing R, — 2R3 we get,

1 0 0 O
01 0 O
Ao 0 1 22
0 0 0 O
By performing C, — 22C5; we get,
(1 0 0 O
01 0 O
Ao 0 1 0
0 0 0 O
i.e. A~ [13 0] be the normal form of A
0 O
~p(A) =3

Theorem: If A is a matrix of rank r then there exists non-singular matrices P and Q such
that PAQ = [16 8] is the normal form of A.

Proof: Let A be a matrix of rank r.

~ Ais reduced to its normal form [Ior 8] by performing a finite number of elementary

transformations on A. LetE; E; ....... , Ex be elementary row matrices corresponding to
the elementary row transformations which are applied on A in order and E'y E'; ....... , E's
be elementary column matrices corresponding to the elementary column transformations
which are applied on A in order.

1 1 ] — I 0
o (ExEit......EaE)AEE, ......EY) = [5 0]

l.e. PAQ = [I(;‘ 8] where P = EkEk-l ....... E2E1 & Q = EllElg ....... E'S

are non-singular matrices. Since every elementary matrix is non-singular.
Hence proved.

Theorem: Every non-singular matrix is expressed as a product of a finite number of
elementary matrices.

Proof: Let A be a non-singular matrix of order n.

~ p(A) =nand I, is the normal form of A. A is reduced to its normal form I, by
performing a finite number of elementary transformations on A. LetE; E, ....... , Ex be
elementary row matrices corresponding to the elementary row transformations which are
applied on A'in orderand E'y E'; ....... ,E's be elementary column matrices corresponding
to the elementary column transformations which are applied on A in order.

& (ExEx1....... E;E1)A(E.E;....... E') = I,

~A=(EEr....... E,E) MW(ELES....... E')?!

“A=ETE EES.. EYTEYY

e ——
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As inverse of an elementary matrix is an elementary matrix of same type. Hence every
non-singular matrix is expressed as a product of a finite number of elementary matrices
IS proved.

Ex: If Ais a non-singular matrix of order n and P, Q are non-singular matrices such that
PAQ is the normal form of A, then prove that A™ = QP
Proof: Let A be a non-singular matrix of order n.
~ Normal formof Ais I,
But PAQ is normal form of A.
.~ PAQ =1,
~ A=P,Q* Since P and Q are non-singular matrices.
» A=P'Q"= (QP)
~ A'=QP Hence proved.

Ex: Let A, B be matrices of same order with p(A) = p(B). Then show that A~B.
Proof: Let A, B be matrices of same order with p(A) = p(B) =r say.

menas s fee-[; ¢
o A~ Ior 8] and [16 8]~B by symmetry

-~ A~B by transitivity
Hence proved.

Note: To find non-singular matrices P and Q such that PAQ is the normal form of a
matrix A of order mxn. Consider A = I,Al, and apply ERT’s on LHS A and RHS I, and
apply ECT’s on LHS A and RHS I, upto we get normal form of A in LHS.

2 6
Ex: Find non-singular matrices P and Q such that PAQ is the normal form of A= |1 3]
3 9
2 6
Sol: Let A=|1 3| be amatrix of order 3x2.
3 9

=~ Consider A = I;Al,
2 6 1 0 O
i.e.[l 3 =[0 1 OA[é 2]
3 9. 0O 0 1

By performing Ry, we get,
1 3] 0 1 0

2 6 1 0 0
3 91 10 0 1
By performing R; — 2R; & R3; — 3Ry we get,

Alo 1

.
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1 31 [0 1 0] 1

0 0|=|1 -2 OA[O

0 ol [0 -3 1]

By performing C,-3C; we get,

1 0] [0 1 0]

0 ofl=[1 -2 OA[(l) _13]

0 ol [0 -3 1]

i.e. 16 8] = PAQ be a normal form of a matrix A.
0 1 0 _3

with P = -2 0]1&Q= [ ]are required non-singular matrices.
0 -3 1 0 1

Ex: Find non-matrices P and Q such that PAQ is the normal form of

2 3 1 4
A=l1 2 2 3 ]
0O -1 -3 =2
2 3 1 4
Sol: LetA=|1 2 2 3 ] be a matrix of order 3x4.

0o -1 -3 -2
-~ consider A = I5Al,

2 0 01157 0 o
e |1 1 0|A
0 —1 —3 —2 0 1 00 10
0 0 0 1
By performing Ry, we get,
1 2 2 3 0 1 0 (1)(1)88
2 3 1 4 1=11 O OA0 0 1 0
0 -1 -3 =2 0 0 1 00 0 1
By performing R, — 2R we get,
12 2 3pq0 1 o1 000
0 -1 -3 -=-2|=|1 -2 O0JA
0 -1 -3 =2 0O 0 1 00 10
0 0 0 1

By performing C,-2C; C;-2C; & C4-3Cy, we get,
(1 -2 -2 -=3]

1 0 0 071 [ 1 0
0—1—3—2=1—20A8(1) (1’ 8
0o -1 -3 =2l lo o |} 0 o ¥

By performing (- 1)R, we get,

1 0 1 0
0 -1 2 O0fA
0 —1 —3 —2 0 0 1

.
DEPARTMENT OF MATHEMATICS, KARM. A&. M. PATIL ARTS, COMMERCE AND KAl ANNASAHESB N. K. PATIL SCIENCE SR. COLLEGE, PIMPALNER. 11

(1 -2 -2 =3]
0 1 0 0
0 O 1 0
0 O 0 1]




MTH-101:MATRIX ALGEBRA

By performing R3;+R;, we get,
(1 -2 -2 -=3]

1 0 0 O
0 13 2|12 os 10
0 0 0 O 1210001

By performing C;3-3C, & C,;-2C, we get,

100 0 1 -2 4 1
0 1 .0 O 120

0 1 -3 -2
0 0 0 O 1210010

0 0 O 1]
i.e. [ 2 ] PAQ be a normal form of a matrix A.

1 -2 4 1
10 1 -3 =2
&Q=1y o 1 o
0 0
are required non-singular matrices.

0O 1 0
withP=|—-1 2 0
-1 2 1

Theorem: The rank of product of two matrices can’t exceed the rank of either matrix.

i.e. p(AB) < min{ p(A), p(B)}
Proof: Let A be a matrix of rank r.
~ There exists non-singular matrices P and Q such that

PAQ = [16 8] = N is normal form of A.

~ A =PNQ" since P and Q are non-singular matrices. .~ P"and Q* are exists.
~ AB=P'NQ'B.

As N contain r non-zero rows. .- P'lNQ'lB contain at most r non-zero rows.
~p(P'NQ'B) < rie. p(AB) < p(A)....... (1)

Similarly, we have p(AB) < p(B)....... ()

=~ From equation (1) and (2), we have p(AB) < min{ p(A), p(B)}.

Hence proved.

1 2 3 1 0 1
Ex. IfA= —1 1]andB=|-1 4 }verlfythatp(AB)<m|n{ p(A), p(B)}
2 7 3 1 3 3
1 2 3
Proof. LetA=|0 -1 1]
2 7 3

o |A] = (-3-7) = 2(0-2)+3(0+2) = -10 + 4 + 6 = 0
 p(A) <3but [} §| = 37=-10%0
ap(A)=2....... (1)

-
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1 0 1
&B=|-1 4 2]
1 3 3
~ |B| = (12-6) - O+(34)—67—-1¢0
~p(B)=3.........
1
Now AB = |0 —1 1” 1 4 2
|2

1—2+3 0+8+9 1+4+9
=|0+1+1 0—-4+4+3 0-2+3
2—-7+3 0+284+9 2+14+9

2 17 14
=2 -1 1
-2 37 25

- |AB| = 2(-25-37) — 17(50+2)+14(74-2) = -124-884+1008 = 0
, 1 1| orar
- p(AB) < 3 but |37 25| = 2537 =-62 %0

+p(AB)=2 ... 3)
From equation (1), (2) & (3) p(AB) < min{ p(A), p(B)} is verified.

1) Number of elementary row transformation are .......

a) 2 b) 3 c)4 d) 6
2) Number of elementary column transformation are .......

a) 2 b) 3 c)4 d) 6
3) Total number of elementary transformation are .......

a) 2 b) 3 c)4 d)6

4) An operations Rj;, Rix) & Rijkx on a matrix are called an .......
a) elementary column transformations b) elementary row transformations
c) elementary matrices d) equivalent matrices

5) An operations Cjj, Ciy & Cijion a matrix are called an .......
a) elementary column transformations b) elementary row transformations
c) elementary matrices d) equivalent matrices

6) An elementary matrix or E-Matrix is obtained from an identity matrix by using

...... elementary transformation/s.

a) a single b) two c) three d) six

-
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7) An elementary matrix E;; is obtained from an identity matrix by using an

elementary transformation ....

a) Rjj

b) Riw

¢) Rijw

d) None of these

8) An elementary matrix Ejy is obtained from an identity matrix by using an

elementary transformation ....

a) R;;

b) Ri

¢) Rijw

d) None of these

9) An elementary matrix Ejj( is obtained from an identity matrix by using an

elementary transformation ....

a) R;;

b) Rig

¢) Rijw

d) None of these

10) An elementary matrix E';j is obtained from an identity matrix by using an

elementary transformation ....

a) Cjj

b) Ci(k)

¢) Cijw

d) None of these

11) An elementary matrix E'jy is obtained from an identity matrix by using an

elementary transformation ....

a) Cj;

b) Cig

¢) Cijw

d) None of these

12) An elementary matrix E'j is obtained from an identity matrix by using an

elementary transformation ....

a) Cj;

13) (B - .

a) Ejj
14) (Eiw) " =
a) Eig
15) (Eijw) " =
a) Eijgo
16) (E')™ =
a) Efj
17) (E'ig) ™" =
a) E'ig

......

........

........

b) Cig

b) Ei(=)
b) Ei()
b) Ey(;)
b) E'()

b) Ei(3)

¢) Ciiw

¢) itk

¢) Eik

¢) Eijek

¢) E'icx

¢) Elicw

d) None of these 8)
d) E'j

d) E'()

d) E'j

d) Ej

d) E()

.
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18) (Eigg) "= ...--.nn
a) E'ijgg b) E'y(5) ¢) Elijc d) Bijcx
19) Which of the following is not true?
a) Ejj = Efj; b) Eigy = E'ig C) Eijw = Elijy.  d) None of these
20) |E;;| = |E;| = ...
a)l b) 0 c) -1 d) k
21) |Eigo| = [E'igo| = -- -
a)l b) 0 c)-1 d) k
22) |Esjao] = [E'sja0] = ----
a)l b) 0 c)-1 d) k
23) If E is an ERM corresponding to an ERT o then a(A) = ...
a) EA b) AE c) E'A d) AE'
24) If E" is an ECM corresponding to an ECT o then a(A) = ...
a) E'A b) AE' c) AE d) EA
25) If every minor of order r of matrix A is 0 then .......
a) p(A)<r b) p(A) > c) p(A)=0 d)p(A)=1
26) If A is a non-singular matrix of order n then .......
a) p(A)<n b) p(A) >n c) p(A)=n d)1
27) If A'is a null matrix then .......
a) p(A)<n b) p(A) >n c)0 d)1
28) If A is a unit matrix of order n then .......
a) p(A)<n b) p(A) >n c)p(A)=n d) None of these
29) If A is a non-zero matrix of order mxn then .......
a) 1<p(A)smin{m,n} b)p(A)=m c)p(A)=n d) p(A) <n
30) If A and B are non-zero matrices such that AB is exist, then p(AB) = .......
a) p(A) b) p(B) c) min{p(A), p(B)}  d) p(l)

e ——
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UNIT-III-SYSTEM OF LINEAR EQUATIONS AND EIGEN VALUES

System of Linear Equations:

Let apXqt appXotoovvvnnnnn. .. +a;X, = b1
Ao X1+ AooXot.iiiiial + aypXn = b2
am]_xl+ am2X2+ ............. + aman = bm

be the system m linear equations in n variables.

Written in matrix form as AX =B

d11 412 " Qqn
_ 321 Q22 Qan | _ 5. . i ..
Where A=| . ! . . | = [Qij]mxn IS called a matrix of coefficients.
dmi1 9dm2 °° 9mn
X,
Xo] . )
X =| .| iscalled a matrix of unknowns.
_Xl’l
‘b,
_|b,]. .
B =] ".7 | is called a matrix of constants.
|bm
Solution: A set of values of Xy, X, Xs, ...... Xn Which satisfy all system of linear equations

is called solution of system of linear equations.
Consistent: A system of linear equations is said to be consistent if it has solution.
Inconsistent: A system of linear equations is said to be inconsistent if it has no solution.
Augmented Matrix: A matrix [A : B] is called an augmented matrix of a system of linear
equations AX = B.
Condition for Consistency: A system of linear equations AX = B is consistent if and
only if p(A) = p([A : B]
Homogeneous System of Linear Equations: A system of linear equations AX = B is
said to be homogeneous system of linear equations if B = 0.
Non-Homogeneous System of Linear Equations: A system of linear equations AX = B

Is said to be non-homogeneous system of linear equations if B + 0.

DEPARTMENT OF MATHEMATICS, KARM. &. M. PATIL ARTS, COMMERCE AND KAl ANNASAHEB N. K. PATIL SCIENCE SR. COLLEGE, PIMPALNER 1



MTH-101:MATRIX ALGEBRA
Trivial Solution: A solution X = 0 is called trivial solution of homogeneous system of

linear equations AX = 0.
Non-Trivial Solution: A solution X # 0 is called non-trivial solution of homogeneous

system of linear equations AX = 0.

Remark: i) Homogeneous system of linear equations AX = 0 is always consistent, since
it has at least trivial solution X = 0.
i) If p(A) = p([A : B] = m = n, the number of unknowns then AX =B has a
unique solution X = A™'B.
i) If p(A) = p([A : B] =r <n, the number of unknowns then AX = B has infinite

number of solutions. In this case we assign n - r variables by n — r arbitrary

values.
iv) If Xq, Xy, ... , Xk are solutions of homogeneous system of linear equations
AX =0, then linear combination X = a; X;+ a,Xo+ ...... + a X IS also solution
of AX=0.

Ex. Examine for consistency the following system of equations
2X-3y+7z2=53x+y-32=13,2x+ 19y - 47z = 32,
Sol.: Let2x -3y +7z=5,3x+y-3z=13, 2x + 19y - 47z = 32 be the given system of

linear equation written in matrix form as

2 -3 7 11X 5
2 19 -—471'z 32

i.e. AX=B
The augmented matrix is
2 -3 7 5
[A:B]=[3 1 -3 : 13
2 19 —-47 . 32
By Ri,, we get,
3 1 -3 : 13
~|2 =3 7 . 5
2 19 —-47 . 32
By Ri-Rs; & R3-R,, we get,

DEPARTMENT OF MATHEMATICS, KARM. &. M. PATIL ARTS, COMMERCE AND KAl ANNASAHEB N. K. PATIL SCIENCE SR. COLLEGE, PIMPALNER 2




MTH-101:MATRIX ALGEBRA

~12 -3 7 : 5
0 22 -—-54 : 27

By R,-2R;, we get,
1 4 —-10 : 8]

1 4 =10 : 8]

~10 =11 27 : -11
0 22 =54 : 27

By R3+2R,, we get,

1 4 -10 : 8
~10 —-11 27 : —11]
0 O 0 : 5

Here p(A) =2 and p(A:B) =3i.e. p(A) # p(A: B)

=~ The given system is inconsistent.

Ex. Examine for consistency the following system of equations
X+2=2,-2X+y+32=3,-3x+2y+ 72 =4, (Mar. 2019)
Sol.:Letx+z=2,-2x+y+3z=3, -3Xx + 2y + 7z = 4 be the given system of

linear equation written in matrix form as

= 1l

l.e. AX=B
The augmented matrix is

1 0 1 : 2
[A:B]=[—2 1 3 : 3]

-3 2 7 : 4

By R2+2R1 & R3+3R1, we get
1 O 1 : 2

~ [0 1 5 : 7 ]

0 2 10 : 10

By R3-2R2, we get,

1 0 1 : 2
~0 1 5 : 7
0 0 0 : —4

Here p(A) =2 and p(A : B) =3 i.e. p(A) # p(A : B)

~ The given system is inconsistent.
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Ex. Examine for consistency the following system of equations

-3X+52=2,5X+y+22=3,2X+y+7z2=-2, (Oct.2018)
Sol.: Let-3x+5z2=2,5x+y+2z=3,2x+Yy+ 7z = -2 be the given system of

linear equation written in matrix form as

FRE 6

i.e. AX=B
The augmented matrix is

-3 0 5 : 2
[A:B]=|5 1 2 : 3
2 1 7 : =2

By R;+R3, we get

-1 1 12 : 0
~[ 5 1 2 : 3 ]
2 1 7 : =2
By (-1)Ry, we get,

1 -1 =12 : O
~15 1 2 3

2 1 7 =2
By R,-5R; & R3-2R;we get,

1 -1 —-12 : 0
~lo 6 62 : 3

0 3 31 : =2
By Rs- ~Rowe get,

1 -1 —-12 : 0
o 6 62 : 3
0 0 0 :—7;

Here p(A) =2 and p(A : B) =3i.e. p(A) # p(A : B)

=~ The given system is inconsistent.

Ex. Examine the following system of equations for consistency and if consistent then
solvethemx+y+z=6,2x+y+3z=13,5x+2y +z=12,2x - 3y - 22 =-10
Sol.:Letx+y+z=6,2x+y+32=13,5x+2y+z=12,2x-3y-22=-10
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be the given system of linear equation written in matrix form as

1 1 1] [6

2 1 3|[]_|13

5 2 1“3;]' 12
—3 -2

2 —-10
i.e. AX=B
The augmented matrix is
1 1 1 6
o112 1 3 : 13
[A:B]= 5 2 1 : 12
2 -3 =2 : -—10
By R,-2R1, R3-5R; & R4-2R1, we get,
1 1 1 : 6
o -1 1 : 1
0 -3 —4 : -—18
0O -5 —4 . =22
By (-1)R2, we get,
1 1 1 6
o 1 -1 . -1
0 -3 —4 : -—18
0 -5 —4 : =22
By R3+3R, & R4+5R;, we get,
1 1 1 - 6
o1 -1 -1
o 0 -7 : =21
o 0 -9 : =27

By ()R, we get,

1 1 1 : 6
o1 -1 : -1

o 0o 1 : 3

o 0 -9 : =27

By R4+9R3, we get,

1 1 1 : 6
o1 -1 : -1

O 0 1 : 3

O 0 0 : O
Here p(A) =3 and p(A : B) =3 i.e. p(A) = p(A : B) = 3, the number of
unknowns.
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=~ The given system is consistent and it has a unique solution.

Equivalent system of equation is

Puttingz=3in (2),weget,y-3=-1lie.y=2.
Again puttingz=3&y=2in(1),weget, x+2+3=61e.x=1.

Hence x =1,y =2 & z = 3 be the required solution.

2 1 -1
Ex.IfA= 1 =2 3],find A, Hence solve the system of linear equations
-1 3 -4
2X+y-z2=-1,x-2y+32=9,-x+3y-4z=-12
2 1 -1
Sol.:LetA=] 1 =2 3
-1 3 —4
2 1 -1
~]Al=l1 -2 3|=208-9)-(4+3)-(3-2)=-2+1-1=-2+0
—1 3 —4
~ Al is exists.
Now matrix of cofactors is
(8-9) -(-4+3) (B-2) -1 1 1
M=|—-(—4+3) (-8—-1) —(6+1) =[ 1 -9 —7]
(3—-2) —(6+1) (-4-1) 1 -7 =5
-1 1 1
~adjA=M'=|1 -9 —7]
1 -7 =5
) N T
A= gia =1 _9 _
S A= adJA—_Z[ 1 9 7]
1 -7 =5
Given system of linear equation written in matrix form as
2 1 —-17x -1
1 -2 3 H= 9 |ie.AX=B
-1 3 —4llz —12

As |A| # 0= p(A) = p(A : B) = 3, the number of unknowns.

= The given system is consistent and it has a unique solution X = A™B.
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= = 21=1-1
—4 2

1+9-12

L -1 1 1 -1 L
.'.X=_—2 1 -9 -7 9 =5 —-1-81+84
1 -7 =511-12 —-1-63+60

Hence x =1,y =-1 & z = 2 be the required solution.

Ex. Solve the following system of equations
2X-y-52+4w=1,x+3y+z-5w=18,3x-2y-8z+7w=-1 (Mar. 2019)
Sol.:Let2x-y-5z+4w=1,x+3y+z-5w=18,3x-2y-8z+7w=-1

be the given system of linear equation written in matrix form as

2 -1 -5 4 § 1
1 3 1 =5/|,[=]18 e. AX=B
3 -2 -8 71[, -1
The augmented matrix is
2 -1 -5 4 : 1
[A:B]=]1 3 1 -5 : 18
3 -2 -8 7 : -1

By R, we get,
1 3 1 -5 : 18
~12 -1 -5 4 : 1
3 =2 -8 7 : -1
By R,-2R; & R3-3Ry, we get,
1 3 1 -5 : 18
~l10 -7 =7 14 : =35
0O —-11 -11 22 : =55
BY (- 7)R. & (- 77)Rs, we get,

1 3 1 -5 : 18]
~10 1 1 -2 : 5
0 1 1 -2 : 51
By Rs-R,, we get,

1 3 1 -5 : 18]
~0 11 -2 : 5

0o 0 0 0 : O
Here p(A) =2 and p(A: B) =2i.e. p(A) = p(A : B) = 2 <4, the number of
unknowns.

=~ The given system is consistent and it has an infinite number of solutions.
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Equivalent system of equation is

Xx+3y+z-5w=18....... (1)

y+z-2w=5............ (2)

We assign 4-2=2 variables by arbitrary constantsas z=a & w =f8
From (2), weget,y+a-2p=5i.e.y=5-a+2p

From (1), we get,x+35-a+2p) + a-58 =18
ie.x+15-3a+6 L + a-53 =18

le.Xx=3+2a-

Hencex=3+2a- f,y=5-a+2p,z=a & w = [ be the required solution.

Ex. Investigate for what values of A and u the following system of equations
X+3y+22=2,2x+7y-32=-11,x+y+Az=u
have i) no solution (Mar. 2019),
I1) A unique solution,
iii) An infinite number of solutions.
Sol.: Letx+3y+2z=2,2x+7y-3z=-11,x+y+ Az = u be the given system of

linear equation written in matrix form as

7

l.e. AX=B
The augmented matrix is
1 3 2 2
U\:B]:[Z 7 =3 : —11]
1 1 A : u
By R2-2R1 & R3-R1, we get
1 3 2 : 2
~ [0 1 -7 : =15 ]
0 -2 A1—-2 : pu—2

By R3+2R,, we get,

1 3 2 : 2
~[0 1 -7 : —15]

0 0 A—16 : u—32
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have i) no solution if p(A) # p(A : B)

ie.if p(A)=2and p(A:B)=3
le.ifA—16=0andu—32+ 0
le.if A=16and u # 32
i) A unique solution if p(A) = p(A:B) =3
le.ifA—16+#0
l.e. if 1 # 16 and any value of p.
, 1i1) An infinite number of solutions if p(A) = p(A:B)=2<3
le.ifA—16=0andu—32=0
le.ifA=16and u = 32.

Ex. Investigate for what values of A and u the following system of equations
2X+3y+52=9,7x+3y-22=8,2x+3y+A1z=u

have i) no solution, ii) A unique solution, iii) An infinite number of solutions.
Sol.: Let2x+3y+5z2=9,7x+ 3y -2z=8,2x +3y + A1 z = u be the given system of

linear equation written in matrix form as

e

l.e. AX=B
The augmented matrix is
2 3 5 : 9
[A:B]=[7 3 -2 8]
2 3 A :u
By Ro-R; & Ry-Ry, We get

2 3 5 : 9

P
0 0 A-5 : u—-9
have i) no solution if p(A) # p(A : B)
ie.if p(A)=2and p(A:B)=3
le.ifA-5=0andu—9+0

le.ifA=5andu#9

DEPARTMENT OF MATHEMATICS, KARM. &. M. PATIL ARTS, COMMERCE AND KAl ANNASAHEB N. K. PATIL SCIENCE SR. COLLEGE, PIMPALNER 9



MTH-101:MATRIX ALGEBRA
i) A unique solution if p(A) = p(A:B) =3

ile.ifA—-5+#0
I.e. If A # 5 and any value of pu.
, 1i1) An infinite number of solutions if p(A) = p(A:B)=2<3
le.ifA—-5=0andu—9=20
le.ifA=5and u =09.

Ex. For what values of a the equations
X+y+z=1,2x+3y+z=a,4x + 9y - z = a” have solution.
Sol.: Letx+y+z=1,2x+3y+z=a,4x + 9y - z = a° be the given system of

linear equations written in matrix form as

5 ke

i.e. AX=B
The augmented matrix is
1 1 1 : 1
[A:B]=f2 3 1 : a
4 9 -1 : a®

By R»-2R; & R3-4Ry, we get

1 1 1 1
~ [0 1 -1 : a-—-2 ]
0 5 -5 : a*—-4
By R3-5R,, we get,

1 1 1 1
~10 1 -1 : a—2
0 0 0 : a?—5a+6

have a solution iff p(A) = p(A : B)
ie.iffa? —5a+6=0
le.iff (a—2)(a—3)=0

le.iffa=20ra =3

Note: Homogeneous system AX = 0 has only trivial solution iff |A| # 0 and has non

trivial solution iff |A| = 0.
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Ex. Examine for non-trivial solutionx +y+z=0,4x+y=0,2x +2y + 3z =0.

Sol.:Letx+y+2z=0,4x+y=0,2x + 2y + 3z = 0 be the given homogeneous system of
linear equations written in matrix form as

1 1 17X 0
l4 1 O“y]=[0 .e. AX=0
2 2 =31z 0
1 1 1
Where A=|4 1 O]
2 2 -3

Now |A| = (-3-0) — (-12-0) + (8-2) =-3+ 12 + 6 =15 % 0

-~ Given homogeneous system has trivial solution only.

Ex. Show that the following system possesses a non-trivial solution
X +ay +(b+c) z=0, x + by +(c+a) z=0, x + cy +(a+b) z = 0. (Mar.2019)
Proof.: Let x + ay +(b+c) z=0,
X + by +(c+a) z =0,
x+cy+(@a+th)z=0

be the given homogeneous system of linear equations written in matrix form as

1 a b4+c]fx 0
1 b c+a 4= 0li.e. AX=0
1 ¢ a+bllz 0
1 a b+ ]
Where A=|1 b c+a
1 ¢ a+Dbl
1 a b+c
Now |[A|]= |1 b c+a
1 ¢ a+b
1 a a+b+c
=11 b b+c+a byC3+C2
1 ¢ c+a+b
1 a 1
=(ath+c){1 b 1
1 ¢ 1
= (a+b+c) (0) wCi=C4

=~ Given homogeneous system has non-trivial solution is proved.
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Ex. Show that the system of equations
ax+by+cz=0,bx+cy+az=0,cx+ay+bz=0,
has non-trivial solution if and only if a+b+c=0ora=b=c
Sol.: Letax+by+cz=0
bx+cy+az=0

cx+ay+bz=0
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(Oct.2018)

be the given homogeneous system of linear equations written in matrix form as

a b c]Xx 0
[b C a] y]=[0 i.e. AX=0
c a bllz 0
a b (]
Where A=[b ¢ a
lc a bl
a b c
Now [A]|=|b ¢ a
c a b
a+b+c a+b+c a+b+c
= b C a by Ri1+(R>+R3)
C a b
1 1 1
=(@a+b+c)b ¢ a
c a b

= (a+ b + ¢)[(bc-a®) — (b*-ac) + (ba—c?)]
=(a+b+c)(bc—a*—b*+ac+ba-c?

=—(a+b+ c)(a2 +b%+ c®—ab — bc — ca)
1

=—>(a+b+c)[(@a-b)*+{b-<)+(c—a)]

2

=~ Given homogeneous system has non-trivial solution iff |4| = 0.

i.e. iff (a+ b+ c)[(a— b)* +(b—c)* + (c — a)*]

i.e. iff (a+b+c) =oor[(@a-b)*+(b-<)+(c—a)’]=0
ie.iff(a+b+c)=o0o0r(@-b)y’=({bc)’=(c-a)’=0
ie.iff(@a+b+c)=o0o0ra=b=c.

Hence proved.
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MTH-101:MATRIX ALGEBRA
Ex. Show that the following system possesses a nontrivial solution

(a-b)x + (b-c)y +(c-a) z =0,
(b-c)x + (c-a)y +(a-b) z =0,
(c-a)x + (a-b)y +(b-c) z=0. (Oct.2018)
Proof.: Let (a-b)x + (b-c)y +(c-a) z=0
(b-c)x + (c-a)y +(a-b) z=0
(c-a)x + (a-b)y +(b-c)z=0

be the given homogeneous system of linear equations written in matrix form as

a—b b—c c—al]fx 0
[b—c c—a a—b“4=[0
c—a a—b b-—cllz 0

a—b b—c c—a
Where A=|b—c c—a a-—b
lc—a a—b b-cl
a—b b—c c—a
Now |[A|= |b—c c¢—a a-—b
c—a a—b b-c

0 0 0
= |b—c c—a a-b|byR+(Ry*Ry)
c—a a—b b-c

.e. AX=0

=~ Given homogeneous system has non-trivial solution is proved.

Ex. Find the value of A such that following system of homogeneous linear equations
Have a non-trivial solutions 3x +y -1z =0,4x-2y-32=0,2Ax + 4y + Az =0,
Sol.: Let3x+y-4z=0
4x-2y-32=0
2AX+4y+ 12 =0

be the given homogeneous system of linear equations written in matrix form as

3 1 A 0
[4 -2 =3 H=[0 i.e. AX=0
20 4 Allz 0
3 1 -2
Where A=|4 -2 —3]
20 4 2
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As given homogeneous system has non-trivial solution

oo |A| =O
3 1 -2
14 -2 -=3|=0
20 4 2

= 3(-2A+12) — (42+62) - A(16+41) =0
561 +36-101-161-412=0
s 42?2 -321+36=0

2 A2481-9=0
“(A=-1)(A+9)=0
~A=lorA=-9

Vectors: A row matrix or a column matrix is called a vector.
e.g.[2 3 7], [_57] are vectors.

Eigen Values and Eigen Vectors of Matrix: Let A be a given non-zero square matrix of
order n. If there exists a scalar A and a non-zero vector such that AX = A X then A is called
as eigen value or characteristic value of matrix A and X is called as eigen vector or
characteristic vector of A corresponding to an eigen value A.
Characteristic polynomial: Let A be a non-zero square matrix. Then A(A) = |A — Al| is
called characteristic polynomial of matrix A.
Characteristic equation: Let A be a non-zero square matrix. Then A(1) = |A — Al| =0 is
called characteristic equation of A.
Note: Let A be a non-zero square matrix of order n. Then

1) The roots of characteristic equation of A are precisely the eigen values A

2) Eigen vectors X of A corresponding to an eigen value A of A are obtained

by solving the homogeneous system (A - A1) X = 0.

3) A has at most n distinct eigen values.
Root or Zero: A non-zero square matrix A is said to be root or zero of polynomial

f(X) = aX" + ana X"+ an XA L +a;X + &

if f(A) = a,A" + an A"+ A+ L +aA+a)l =0
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Cayley Hamilton theorem:

Every non-zero square matrix satisfies its characteristic equation.

. . . . 1. .
Ex.: If Aisanon-zero eigen value of a non-singular matrix A, show that - Is an eigen

value of A,

Proof: Let A is a non-zero eigen value of a non-singular matrix A
=~ There exist a non-zero vector X such that
~ (A=) X=0

Pre multiplying by — AT_I, we get,
s =2l X =0
F(-EA+ AT X =0

. (A1 —%I) X =0

1. . 1 -
Hence +Is an eigen value of A™ is proved.

Ex.: Find characteristic polynomial of A = [4 7 (Oct.2018)
Solution: Characteristic polynomial of A is
AQQ) = |A -\

) _12=-x 3

' AO\)"| 4 7-x|

s A =2-D)(7-4)-12

“AQ) =14-22-7TA+2%-12

W AD) =2A%2-91+2

. . : _[3 =5

Ex.: Find characteristic equation of A = [7 3 ] (Mar.2019)

Solution: Characteristic equation of A is
|A—AIl =0

3—2 =5 |_

7 8—2A =0
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MTH-101:MATRIX ALGEBRA
#(3-2)(8-2)+35=0
2 24-31-81+A2+35=0

L A2-112+59=0
3 2 -1
Ex.: Find characteristic equationof A=11 3 0 ]
2 -1 2
Solution: Characteristic equation of A is
|A—2AIl =0
3—A 2 -1
1 3—A 0 |=0
2 -1 2-2A

@3- DI(3=2)2-)+0] - 2[2 =2 -0]-[-1-2(3 = )] =0
@3- D[6-31-21+22] 22 —A) —[-1-6+2A] =0
(3= ANA%2-51+6)-4+20+7-21=0

w322 -15A+18-A3+ 522 —6A+3=0
A=A+ 802 —21A+21=0

S A3—8A%2 +21A-21=0

Ex.: Find eigen values of A = B g] (Oct.2018)

Solution: Characteristic equation of A is
JA—2AIl =0
|1;A 3ix| =0
~(1-0)3E-2)-6=0
23-1-31+2%2-6=0
W A%2-421-3=0

1= 4416+12
A= ”

4428

2

- Eigen valuesof Aare 2 + 7 & 2 —/7

A=
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Ex.: Find characteristic equation and eigen values of A = [3 :7]

Solution: 1) Characteristic equation of Ais |[A — AI| =0

19— =7 |_
o3 —1—A'O

2(9-A)(-1-2)+21=0
2-9-91+2+2%2+21=0
~A2-81+12=0

2) We have characteristic equation of A is

A2-81+12=0

~(1-2)(A-6)=0
~A=20rA=6
=~ Eigen values of A are 2, 6.

Ex.: Find characteristic equation and eigen values of A = LZL 3

Solution: 1) Characteristic equation of Ais |[A — AI| =0

2—-X 3 |_
4 7—A_O

@ (2-2)(7-2)-12=0
214-20-TA+A2-12=0

2 A2-91+2=0
2) We have characteristic equation of A is
A2-91+2=0
A= 94818
2
o= 9+V73
2
- Eigen values of A are AnUEN) Q_Zﬁ
1 -6 —4
Ex.: Find eigen valuesof A=10 4 2 ]
0 -6 -3

Solution: Characteristic equation of A is
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|A—2AIl=0
1-A -6 —4

0 4-2A 2 |=0

0 -6 -3-A
S (-D[(4—2A)(-3-2)+12] +6[0-0]-4[0-0]=0
S (-D)[12-42+34+2%24+12]+0=0
(1= 20DA%-2) =0
~(1-A)A(A-1)=0
~ Eigen values of Aare 1,0 & 1.

Ex.: Find eigen values and eigen vectors of A = [;L _11] (Mar.2019)
Solution: Characteristic equation of A is
|A—2AIl =0
4 -2 -1 _
2 170

L (4-DA-1)+2=0

WA4-41-A+2%2+2=0

s~ A2-51+6=0

% (A-2)(2-3) =0

~ Eigen values of A are 2 & 3.

1) Eigen vector corresponding to eigen value A = 2 is obtained by solving the
homogeneous equation (A- )X =0
ie. (A-2) X=0

137 B0
-l 2lbI= ol
[2 _01] [;] = 8] by applying R, — R,

=~ The equivalent system of equation is

2X —y = 0 with x = a be any arbitrary constant.

Ly =2a
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=129 ,]1
%= [y]= 5o =dl)
In particular B] IS an eigen vector corresponding to eigen value A = 2.

I1) Eigen vector corresponding to eigen value A = 3 is obtained by solving
the homogeneous equation (A- A1)X =0
ie. (A-3l) X=0

S AP | W
Iz Zlb=lol

[(1) _01] [;] = 8] by applying R, — 2R,

=~ The equivalent system of equation is

X —y =0 with y = B be any arbitrary constant.
~x=0

=[] [5] ol

In particular [ﬂ IS an eigen vector corresponding to eigen value 1 = 3.

EXx.: Find eigen values and eigen vectors of A = B ;L

Solution: Characteristic equation of A is

JA—2AIl =0

|1;)\ 3i)\|:o

~(1-2)@B-1)-8=0

%3-1-31+2A%2-8=0

W A2-41-5=0

~(A1-5(1+1)=0

~ Eigen values of Aare 5 & -1.

1) Eigen vector corresponding to eigen value A = 5 is obtained by solving the
homogeneous equation (A- ADX =0

ie. (A-51) X =0

DEPARTMENT OF MATHEMATICS, KARM. &. M. PATIL ARTS, COMMERCE AND KAl ANNASAHEB N. K. PATIL SCEENCE SR. COLLEGE, PIMPALNER 19




(57 5 2BHL E—
(5 HIGEL)

; :;] [;]: [8] by applying (— %)Rl

1 —=17[*x71_1[0 :
“lo o ] [y]' [0] by applying R, — 2R;
=~ The equivalent system of equation is

X —y =0 with y = a be any arbitrary constant.

S X =0
=[1= ] =l3]
In particular [ﬂ IS an eigen vector corresponding to eigen value A = 5.

I1) Eigen vector corresponding to eigen value A = -1 is obtained by solving
the homogeneous equation (A- A1) X =0
i.e. (A+l) X=0
[1 +1

+ &
p—
||

3

1
S e oo

by applying () R;

_ N = NN
e S
2R R R R

by applying R, — 2R;

“lo olly
=~ The equivalent system of equation is

x +y =0 with x = § be any arbitrary constant.

Ly=-p

y] [B] B[

In particular [ 1

_1] IS an eigen vector corresponding to eigen value A = -
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Ex.: Verify Cayley Hamilton theorem for A = [_13 i]

Proof: Characteristic equation of A is
|A—2AIl =0

1—_37\ 4—A|:O

2 (1-)@4-2)+6=0
f4-Q-41+A%+6=0
2 A2-51+10=0

Now consider

_5A+ 10l = 13 4] ]5[ 2]+10[(1)

[ 1-6 2+8] [ —10]+[10 0]
l-3-12 -6+16 15 =20 0 10
_[-5 10]+[ —10
—-15 101 115 —-10
0 0

0 0

=0

Hence Cayley Hamilton theorem is verified for A is proved.

Ex.: Verify Cayley Hamilton theorem for A = B i (Oct.2018)
Proof: Characteristic equation of A is

|A—2AIl =0

St L2l
N 1-2A

~(1-1)(@-2)-6=0
21-2-1+2%2-6=0
W A2-21-5=0
Now consider

T e |

3 113 1] *(-2) B iJ'('S)[(l)
315 2 Tl A

[ 31
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Ex.: Verify Cayley Hamilton theorem for A = B _25] Hence find its inverse.

Proof: Characteristic equation of A is
|A—2AIl =0

1-2 =5
3 2—2A

2 (1-2)(@2-2)+15=0
£2-1-21+22+15=0
2 A2-31+17=0

Now consider
w-savn=[1 DL D+ 3],

_[1—-15 —5—10]+[— 15 +[17 O]
L3+6 —-15+4 9 17
—14 —15] [14 15

-11 9 11

=0

=0
Hence Cayley Hamilton theorem is verified for A is proved.
Now AZ -3A+171=0gives 171=3A-A% ....(1)
Pre-multiplying by A™ to equation (1), we get,

17 At =3] -
217 A'1=3[(1) +(-1) [3 ] [(5; (3)] [_ 2]: [—23 i
Al= —23 i]
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2
0
-1

Ex.: Find characteristic equation of A = 0

2

0
2
0
theorem find its inverse.

Proof: Characteristic equation of A is

JA—2AIl =0

2—A 0 -1

0 2—-2A 0 |=0
-1 0 2—A

~(2-2)+0-(2-1)=0
Z8-121+6A2-23-2+1=0
Z6-111+6A2-23=0

By using Cayley Hamilton theorem, we get,
61 - 11A+6A%-A3=0
i.e. 61 =11A - 6A% + A3
Pre-multiplying by A™ to equation (1), we get,
6A™ = 111- 6A + A?

-----------

1 0 0 2 0 —-11 T
~6A'=11{0 1 o|+(6)[0 2 o+
0 0 1 -1 0 2
11 0 071 [-12 O 6 ]
=lo 11 0]+[0 -12 0
0 0 11 6 0 —12]
4 0 2
=lo 3 0
2 0 4
4 0 2
:.A'lzg[o 3 0]
2 0 4

-1

MTH-101:MATRIX ALGEBRA

] and using Cayley Hamilton

2 0 -1112 0 -1
0 2 0][0 2 0]
-1 0 21L-1 0 2
5 0 —4
+10 4 0]
-4 0 5
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UNIT-III-SYSTEM OF LINEAR EQUATIONS AND EIGEN VALUES [MCQ’S]

1) In a system of linear equations AX=B, matrix A is called a matrix of..........

a) constants b) coefficients ) unknowns d) None of these.
2) In a system of linear equations AX=B, matrix X is called a matrix of ..........

a) constants b) coefficients ¢) unknowns d) None of these.
3) In a system of linear equations AX=B, matrix B is called a matrix of..........

a) constants b) coefficients ¢) unknowns d) None of these.
4) If a system of linear equations AX=B has a solution, then it said to be ..........

a) inconsistent b) consistent c) homogeneous d) None of these.
5) If a system of linear equations AX=B has no solution, then it said to be ..........

a) inconsistent b) consistent ¢) homogeneous d) None of these.
6) If B = 0, then the system of linear equations AX=B is said to be ..........

a) inconsistent b) non-homogeneous ¢) homogeneous d) None of these.
7) If B # 0, then the system of linear equations AX=B is saidto be ..........

a) inconsistent b) non-homogeneous c) homogeneous d) None of these.
8) Let AX = B be the system of linear equations, then [A : B] is called ......matrix

a) constants b) coefficients c) augmented d) None of these.
9) The system of linear equations AX = B is consistent iff...........

a)p(A) = p([A:B])  b)p(A) # p([A:B])

c) p(A) > p([A:B]) d) None of these.
10) The system of linear equations AX = B is inconsistent iff...

a) p(A) = p([A:B])  Db)p(A) # p([A: B])

c) p(A) > p([A:B]) d) None of these.
11) A solution X =01is called ....... solution of homogeneous system AX = 0.

a) non-trivial b) dependent c) trivial d) None of these.
12) A solution X # O is called ....... solution of homogeneous system AX=0

a) non-trivial b) independent ) trivial d) None of these.
13) Homogeneous system of linear equations AX = 0 is always ........

a) inconsistent b) consistent ¢) None of these.
14) Non-homogeneous system of linear equations AX =B ........

a) may or may not be consistentb) always consistent

¢) always inconsistent d) None of these.
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15) If p(A) = p([A : B] =r =n, the number of unknowns then AX =B has .......

a) no solution b) a unique solution ¢) an infinite number of solutions
16) If p(A) # p([A : B], then the system AX =B has .......

a) no solution b) a unique solution ¢) an infinite number of solutions
17) If p(A) = p([A : B] =r <n, the number of unknowns then AX =B has .......

a) no solution b) a unique solution ¢) an infinite number of solutions

18) If p(A) = p([A : B] =r < n (the number of unknowns), then to find the solution

of the system AX =B, we assign ...... variables by arbitrary constants.
a) n-r b) r-n c)r d)n
19) Homogeneous system AX = 0 has only trivial solution iff .........
a) |[A|=0 b) |A| #0 c)A=0 dA=I
20) Homogeneous system AX = 0 has only non-trivial solution iff ..........
a) |A| =0 b) |A] #0 c)A=0 dA=I

21) A row matrix or a column matrix is called a ......
a) root b) vector C) zero d) none of these
22) Let A be a given non-zero square matrix of order n. If there exists a scalar A and a
non-zero vector such that AX = A X then A & X are called .....&....resp.
a) eigen value & eigen vector b) eigen vector & eigen value c¢) none of these
23) Characteristic polynomial of a non-zero square matrix A is A(A)=......

a) |A — Al b) |JA—AI| =0 c) |A + All d)|JA+AIl =0
24) Characteristic equation of a non-zero square matrix A is........

a)|A — Al b)[JA=AI|=0 c)|A+ A d)[A+2A1l=0
25) The roots of characteristic equation of A are precisely the ......... of A.

a) eigen values b) eigen vectors c) poles d) None of these

26) Eigen vector X of a non zero square matrix A, corresponding to an eigen value
A of A are obtained by solving the system .......
a) (A-AD)X=0 b)(A+A)X=0 c)(A-A)X d) (A+Al) X
27) A non-zero square matrix of order n has at most ..... distinct eigen values.

a) n-1 b) n 01 d) 2
28) A non-zero square matrix of order 3 has at most ...... distinct eigen values.
a)0 b) 1 c)2 d) 3
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?
29) If f(A) = a,A" + 2, A" + A+ L + a;A+ agl = 0, then a non-zero

square matrix A is said to be...... of polynomial f(x).
a) zero b) pole C) inverse d) None of these
30) By Cayley Hamilton theorem, every non-zero square matrix satisfies its.....
a) characteristic equation b) characteristic polynomial
C) characteristic value d) characteristic vector

31) If Ais a non-zero eigen value of a non-singular matrix A,

then an eigen value of A™is ......
1

a)A b) -A ¢z d)
32) Characteristic polynomial of A = LZL 3 ISAA) =......

a) >-9A+2 b)) A2-3A+8=0¢) A2-31+8 d) A2-94+2=0
33) Characteristic equation of A = [; _85]

a)A?-32+8=0 b) A2-11A+59 ¢) A?2-11A+59=0d) A>-31+38

3 2 -1
34) Characteristic equationof A=|1 3 0 ]
2 -1 2
a) A3—8A% + 21A- 21 b) A3—8A% + 21A-21=0
C)A%2+21A-21=0 d)A2 +21A-21

35) Eigen values of A = B g

a) 1,3 b) 2,3 ) 3,3 d)2++7,2—-+7
36) Eigen values of A = [g :Z]

a) 2,6 b) 9, -1 c)3,-7 d)3,9
37) Characteristic equation of A = LZL 3

Q) A2-9A+2=0b) A2-9A+2 ) A2-2A4+7=0 d) A2-4A+3
38) Eigen values of A = [‘21 _11]

a) 4&1 b)2&3 €)2&-1 d)2&1
39) Eigen values of A = B ;L

a) 2&4 b)1&3 c)5&-1 d)1&4
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UNIT-IV: ORTHOGONAL MATRICES AND QUADRATIC FORMS

Orthogonal Matrix: A square matrix A is said to be an orthogonal matrix

if AA'=1. Where A' is the transpose of A.

Proper Orthogonal Matrix: A square matrix A is said to be proper orthogonal
matrix if AA'=1and |A| = 1.

Improper Orthogonal Matrix: A square matrix A is said to be improper
orthogonal matrix if AA'=1and |A| = -1.

Properties of an Orthogonal Matrices:

1) Determinant of an orthogonal matrix is +1 (Mar.2019)
Proof : Let A is an orthogonal matrix.

s AA =

~|AA"] = 1]

~ Al A" =1

~]AIP=1 Al = A & 1] =1

~ |A] = £1 is proved.
2) The inverse of an orthogonal matrix is equal to the transpose of that matrix.
e At=A
Proof : Let A is an orthogonal matrix.
~AA'=T .. (1)

~ Ais exists
Pre-multiplying both sides by A™to equation (1), we get,
A'AA = A
LA =AY
~ A'= A" is proved.
3) Product of two orthogonal matrices of same order is orthogonal.
Proof : Let A and B be any two orthogonal matrices of same order.

~AA'=T1 ... (1)and BB'=1........ 2)
Now consider
(AB)(AB)' = (AB)(B'A") ~ (AB)' = B'A'
= A(BB")A'
= A(DA’ by (2)
= AA'
=1 by (1)

=~ AB is an orthogonal matrix is proved.
4) Inverse of an orthogonal matrix is orthogonal.
Proof : Let A is an orthogonal matrix.
~AA'=AA=land A=A
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Now consider
A'l(A'l)l - AI(AI)I - AIA - I
=~ A is an orthogonal matrix is proved.

EXx. Verify that the matrix A = | , | is orthogonal.

1 1 ]

Proof : Let A = ‘/12 ‘/21

V2 V2
11X L
V2 N2 | |V2 V2
el EURREY | E N
V2 V2] V2 V2
1,1 11
|22 2 2
B ESE !
2 2 2 2
:'1 0]
0 1
=|

~ A Is an orthogonal matrix is proved.

1 V3
Ex. Show that A = _3/3 i is an orthogonal matrix
2 2
R EY
Proof : LetA=| 2 2
V3 1
2 2
LR ek
" 2 2 2 2
Ao 1‘13 !
2 24L2 2
1,3 3,8
— 4 4 4 4
V3, V3 3,1
4 4 4 4
o
0 1

cos® —sinb

Ex. Show that A = [sine 050

] Is a proper orthogonal matrix. (Mar.2019)
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. _[cosB —sinB
Proof : Let A= [sine 050 ]
- [cosG —sin® [ cos0 sine]
sin® cosB 11l—sin® cosO
_ [ cos*0 + sin’0 cosBsin® — Sinecosﬁ] _ [1 0],
sinBcosO — cosBsind sin®0 + cos?0 0 1
&|A| = |C?Se —SnO) - 5529 + sin?0 = 1
sin® cosH
~ A'Is a proper orthogonal matrix is proved.

111
V3 Ve 2
EX. Prove that the matrix A = % \_/—2 0 | is a proper orthogonal matrix.
11 -1
V3 Ve 2
1 1 1
V3 Ve 2
. | 2
Proof : Let A = 7 Te 0
li 1 —_1J
V3 Ve 2
1 1 19,1 1 14
V3 Ve V2||V3 V3 3
| L 2 1l -2z 1
~AAT= V3 Ve 0 Ve Ve e
e | - T
V3 Ve  V2dLy2 V24
iy, 1z 142112
3 6 2 3 6 3 6 2
=[2=24+0 I+24+0 2-2+40
3 6 3 6 3 6
1,1 11 2. l+l+lJ
-3 6 2 3 6 3 6 2
1 0 0
=10 1 O
0 0 1
= |
1,2 1 1 1,1 2 _1 1 _
&IAl=F(GE -0 -F0F -0+t ) T3 st 71

=~ A'is a proper orthogonal matrix is proved.

_[cosB® —sinBO7]. . .
Ex. Show that A = [—sine _COSG] Is an improper orthogonal matrix. (Oct.2018)
Proof : Let A = [ cosd  —sin®
—sin® —cosH
. . _[cos® —sinO][ cos® —sinb
s AAE [—SinG —0056] [—sine —cose]
_ [ cos?0 + sin?0 —c0s0sind + sinBcoso| _ [1 O]: |
—sinBcosB + cosOsind sin?0 + cos?0 0 1
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_|cos® —sinB| _
&A= —sin®@ —cosO

~ A'Is an improper orthogonal matrix is proved.

c0s?0 — sin’0 =-1

cos8 0 sinb
Ex. Verify that the matrix A=| 0 1 0 ] Is orthogonal.
—sin®@ 0 cosO
cos8 0 sinB]
Proof : Let A = 0 1 0
—sin® 0 cosH.
cos®@ 0 sinB][cos® 0 —sinb
~AA' = [ 0 1 0 ] 0 1 0 ]
—sin® 0 cosBllsin@ 0 cosO
l cos?0 + 0 + sin?0 0+0+0 —cosOsind + 0+ sinBcosO
= 0+0+4+0 0+1+4+0 0+0+4+0
—sinBcosO + 0 + cosBsin® 0+ 0+0 sin%0 + 0 + cos?0
1 0 O
= [0 1 O]
0 0 1
=
~ A is an orthogonal matrix is proved.
-8 4 1
Ex. Prove that the matrix A :% 1 4 —8] Is orthogonal.
14 7 4
Hence find A™. (Oct.2018)
-8 4 17
Proof : LetAzg 1 4 -8
4 7 4]
. -8 4 1 . -8 1 4
.-.AA'Z;[l 4 —8] 5[4 4 7]
4 7 4 1 -8 4
64+16+1 —-8+16—8 —-32+28+4
= 5 —-8+16—8 1+16+64 4+ 28-—32
|—32+28+4 4+28—-32 16+49+ 16
81 0 O 1 0 O
:EO 81 0‘=[0 1 0‘
0 0 81 0 0 1
=
-8 1 4
~ A'is an orthogonal matrix is proved and A*'=A'= =| 4 4 7].
1 -8 4

Ex. Verify whether the following matrix is orthogonal.
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) 2 2 1
A= ;12 -1 2] (Mar.2019)
-1 2 2
2 2 1
Solution: Let A= % 2 -1 2]
-1 2 2

2 2 1112 2 -1
.-.AA'=§[2 1 2]?[2 1 2]

1 2 2I°li 2 2
[4+4+1  4-2+42 24442
=-[4-2+2 4+1+4 -2-2+4
24442 —2-24+4 1+4+4

9 4 4
_ 1
[

4 9 0
4 0 9

* |
~ A'is not an orthogonal matrix.

Ex. Find the condition that the matrix A = [‘Cl Z] Is orthogonal.

Solution: Matrix A = [? Z is orthogonal if
AA' = |
. ..Tfa bl[a c1_11 O
et [0 glly al=lo 1l
ieif[a2+b2 ac+bd:[1 0
" lea+db c*+d*] 10 1
i.e.ifa? + b*=c? +d*=1and ac + bd = 0.

Quadratic Form : A homogeneous polynomial of second degree in n variables is

called a quadratic form in the n variables.
e.g. 1) ax* + 2hxy + by? is a quadratic form in two variables x & .
2) xZ + x5 - 3x3 + 4X1X, - X1X3 + 5XyX3 is a quadratic form in three variables

X1, Xo & Xs.
3) a4 =201 Xi=1 a5 XiX; is ageneral quadratic form in n variables

Matrix Notation: A general quadratic form q = ¥"_;. X7, a;; XiX; in n variables

X1, Xp, ... Xy IS Written in matrix form as q = X'AX
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X1 di1 12 0 Ain
X2 dz1 Az *t d2p

where X = [ "°|, A= o | = [3ii]oxn
Xn dn1  dn2 " dnn

.. 1 .. . .
a;; = coefficient of x7 & a;; = a;; = 5 coefficient of X x; fori # |

Rank of Quadratic Form : Letq= Z}‘zl. ?:1 a;; XiXj = X'AX be a quadratic
form in n variables. A rank of a matrix A = [3ij].x, is called rank of a quadratic

form.

Ex. Find the rank of a quadratic form q = x# - 2x3 - 3x5 + 4X1X, + 6X;X3 - 8X,X3

Solution: Given quadratic form g = x? - 2xZ - 3xZ + 4X;X, + 6X1X3 - 8X,X3 iS

X1
written in matrix form as g = X'AX where X = Xz‘ :
X3
di1  dg2  di3 1 2 3
&A=|az1 az; ax|=|2 -2 —4
dz1 dzz 433 3 —4 -3

Now |A| =(6-16)-2(-6 +12) +3(-8+6) =-10-12-6=-28+0
~ p(A) =3.
Hence rank of given quadratic form q is 3.

Ex. Find the rank of a quadratic form q = x# - 2x3 + xZ + 2X;X3

Solution: Given quadratic form q = x2 - 2x2 + x3 + 2X;X3 is written in matrix

X1
form as q = X'AX where X = | X2,
[ X3 ]
4117 412 a13]1 [1 0 1
&A=]az1 azp a3|=|0 -2 0
dzq1 43z azz] 11 0 1
Now |A|=(-2-0)-0+(0+2) =-2+2=0 -~ p(A)<3

But |_02 2| =220 p(A)=2

Hence rank of given quadratic form q is 2.

Ex. Write the quadratic form corresponding to the matrix A = [; 3]

1 3

3 OIS

Solution: Quadratic form corresponding to the given matrix A = [

q=XAX=[X; Xg] [; (3)] [i;] = x2 + 6X1X,
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5 0 -3
Ex. Write the quadratic form corresponding to the matrix A= | 0 -2 1 ]
-3 1 1
5 0 =3
Solution: Quadratic form corresponding to the given matrix A= | 0 -2 1
-3 1 1

5 0 -=31*%
ISg=XAX=[X1 Xz X3]|0 -2 1|[|X
— 1 1 11X3

= 5x12 - ZXZZ + x% - 6X1X3 + 2X2X3

Xn = pn1Y1 + pn2 Y2 + ----- + Pnn Yn
I.e. X =PY where P = [pjj]uxn is called linear transformation from
X1, X2, .., Xn 1O Y1, Y2, ..., ¥n.
Non-singular Linear Transformation: The linear transformation X = PY
is called a non-singular linear transformation if P is non-singular.
Linear Transformation of a Quadratic Form: If X = PY is a non-singular linear
transformation, then g = X'AX = (PY)'A(PY) = Y'BY where B = P'AP is called

Linear Transformation of a Quadratic Form.

Ex. Obtain the linear transformation of the quadratic form x? - x2+x3-2X;X3+4X,X3
under the linear transformations X; =y; + Y, + Y3, X = Y2 — Y3, X3 = 2 Y3

Solution: The matrix of given quadratic form x? - x2+x3-2X,X3+4X,X3 is

1 -1 0
A=1]-1 -1 2
0 2 1

The matrix of given linear transformations
X1=Y1+ Yo+ Y3 Xo=Yo— Y3, X3 =2 Y318
1 1 1

P=10 1 -1
0 0 2

=~ Linear transformations of given quadratic form g = X'AX under linear
transformations X =PY isq = Y'BY
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-1 011 1 1
Where B = P'AP = ” —1 2] [0 1 —1]
—1 2 0O 0 2
1 0 2
{ ” —2 4] 0 6]
-1 2 2 6 =2
(V1
q=[Y1 Y2 VY3] [0 -2 6] Yz]
2 6 =211y3

= yi - 2y5 - 2y5 + dyiys + 12y,y;

Congruent Matrices: A matrix B is said to be congruent to matrix A if there exist

a non-singular matrix P such that B = P'AP

Properties of Congruent Matrices:
1) Reflexivity: Every square matrix is congruent to itself.
Proof : For any square matrix A there exist a non-singular matrix | such that
A=TAl
~ Every square matrix is congruent to itself is proved.

2) Symmetry: If A is congruent to B, then B is congruent to A.
Proof : Let A is congruent to B.
=~ there exist a non-singular matrix P such that
A =PBP
~ B =(P)* AP" since P is non-singular.
B =(P™") AP where P is non-singular.

=~ B is congruent to A is proved.

3) Transitivity: If A is congruent to B and B is congruent to C, then A is
congruent to C.
Proof : Let A is congruent to B and B is congruent to C.
=~ there exists the non-singular matrices P and Q such that
A=PBPand B=Q'CQ
~A=P' QCQP
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= A = (QP)'C(QP) with QP is non-singular.

~ A'is congruent to C is proved.

Congruence of quadratic forms: Two quadratic forms are said to be congruent if

there corresponding matrices are congruent.

Elementary Congruent Transformation:

A pair elementary row and corresponding elementary column
transformations is called elementary congruent transformation.
Remark: There are three types of elementary congruent transformations viz.
(Rij, Cij), (Rig, Ciw) 1.€. (kR;, KCj) and (Rjjw), Cijw) 1.€. (Ri+kR;, Ci+KkC;)

Remark: To reduce the symmetric matrix A to congruent diagonal form, consider
A = 1Al and apply elementary congruent transformations on both sides so that we

getdiag[ dy, do, ...... ,d;, 0,0, ....,01=P'AP
1 2 4
Ex. Reduce the symmetric matrix A=|2 -2 -3
_ _ 4 -3 5
to its congruent diagonal form.
1 2 4
Solution: To reduce the symmetric matrix A=|2 -2 -3
4 -3 5
to its congruent diagonal form.
Consider A = 1Al
1 2 4 1 0 O 1 0 O
le.|2 -2 =-3|=|0 1 O0|A]0 1 0
4 -3 5 0 0 1 0 0 1
By applying (R, — 2Ry, C, — 2C;) & (R3 — 4Ry, C5 — 4C,) we get,
1 0 0 1 0 0 1 -2 —4
0 -6 -—-11|=|(-2 1 O|A|0 1 0
0 —-11 -11 -4 0 1 0 O 1
By applying (Rs — 1—61R2, Cs— 1—61C2) we get,
1 0 0 1 0 0 [1 -2 —
0—60:—210A01 11
o o -2 |- -2 1 6
6 3 6 0 0 1

i.e. D = P'AP where D is the required diagonal matrix congruent to A.
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1 2 8
Ex. Reduce the symmetric matrix A={2 0 —3]
_ _ 8 -3 —4
to its congruent diagonal form.
1 2 8
Solution: To reduce the symmetric matrix A=(2 0 -3
8 -3 —4
to its congruent diagonal form.
Consider A =1Al
1 2 8 1 0 0 1 0 0
le.[2 0 -=3|=|0 1 O|Af0 1 O
8 -3 —4 0 0 1 0 0 1
By applying (R, — 2R, C, — 2C,) & (Rs — 8Ry, C5 — 8C,) we get,
1 0 0 1 0 O 1 -2 -8
0 -4 -19|=|-2 1 O|A|0 1 0
0 —19 -68 -8 0 1 0 0 1
By applying (Rs — —R,, Cs——C;) we get,
1 0 0] (1 o0 o0 [1 -2 :
0 —4 0|=|—-2 1 0] A 0 1 19
o o & 3 Yy 4
4 2 4 0 0 1

I.e. D = P'AP where D is the required diagonal matrix congruent to A.

Canonical Form: Every quadratic form in n variables and of rank r is reduced to
sum and difference of the squares of the new variables. This transformed form is
called canonical form of given quadratic form.
Index: The number k of positive squares in the canonical form is called the index
of a quadratic form.
Signature: The number s = k — (r - k) = 2k — r is called the signature of a quadratic
form.
Classification of Quadratic Form: Let g = X'AX be a given quadratic form in n
variables of rank r and index k, the q is called

1) positive definite ifr=nandk =n

i) positive semi definite ifr<nand k=r

1) negative definite ifr=nand k=0

Iv) negative semi definite ifr<nand k=0

v) indefinite if it is not any of the above formsi.e. Kk #rand k = 0
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Ex. Reduce the quadratic form x7 + 2x3 + 2xZ% - 2X;X, - 2X,X3 + X1X3 t0 conical

form. Write the linear transformation used. Examine the form for definiteness.

1 -1
Solution: The matrix of given quadratic formisA=|-1 2 -1
= -1 2
Consider A = 1Al
1
r -1 3 100 [L OO
i.e.—12—1=010A010]
1 14 9 0 0 1 0 0 1
2
By applying (R, + Ry, C, + Cy) & (R3 - %Rl, Cs— %Cl) we get,
1 0 0
At I T D L
2= 11 L 0fa 0O 1 O
o -1 7~ -—- 01
> 2 2 0O 0 1
By applying (Rs + le, Cs+ %Cz) we get,
1 0 0 1 0 0 1 1 0
0 1 Alo 1 1
3 1 2
2 2 0 0 1
By applying ( \ER:;, \/;C?,) we get,
1 0 o0 1 1 0
1 0 O L
1 1 0 0 1
0 1 0‘= A V6

Given quadratic form is congruent to y? + y2 + y2 which is canonical
form of given quadratic form with rank r = 3=n and index k =3 =n.

-~ It is positive definite.

Obtained by using non singular linear transformation X = PY

H 3 H
le. [X2
i.e.X1=y1+YZ,X2:Y2+\/—EY3,X3:\/§Y3

Ex. Show that the quadratic form x* — 2y? + 3z° — 4yz + 6zx is indefinite.

1 0 3
Solution: The matrix of given quadratic formis A=|0 -2 —2]
3 =2 3
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Consider A = 1Al

1 0 3 1 0 0 1 0 0
I.e. [O -2 —2‘= 0 1 0JA|0 1 0]
3 -2 3 0 0 1 0 0 1
By applying (R; — 3R, C; — 3C;) we get,
1 0 01 1 O O 1 0 -3
0 -2 =-2|=10 1 O0|A|0 1 0]
0 -2 -6l -3 0 1 0 0 1

By applying (Rs - R;, C; - C;) we get,

1 0 01 1 0 O 1 0 -3
0 -2 0(=10 1 O0O[AJ0 1 -1
0 0 —41 -3 -1 1 0 0 1

By applying ( \/_Rz, \/_C2) & (—Rg, —C3) we get,

Lo o 1 0 0 [1 0 —5]
1

0 -1 0]: 0 % Oalo % =

o o -1 |3 _11 1
2 2 2 0O O 5

Given quadratic form is congruent to g = u® — v* — w” which is
canonical form of given quadratic form with rank r =3=nand index k =1
<~ it is indefinite.

Ex. Show that the quadratic form x* + 4y* + 92° + 4xy + 6xz + 12yz is positive semi

definite.
1 2 3
Solution: The matrix of given quadratic formisA=|2 4 6]
3 6 9
Consider A = 1Al
1 2 3 1 0 0 1 0 0
|e.[2 4 6:[0 1 O0|A|0 1 O]
3 6 9 0 0 1 0 0 1

By applying (R, — 2R1, C,— 201) & (R3— 3Ry, C3—3Cy) we get,

1 0 O 1 -2 -3
0 0 O 2 1 O 0 1 0
0 0 O -3 0 1 0 O 1

Given quadratic form is congruent to ¢ = u® which is canonical form of
given quadratic form withrankr=1<nand indexk=1=r
=~ Given quadratic form is positive semi definite is proved.
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UNIT-1V: ORTHOGONAL MATRICES AND QUADRATIC FORMS [MCQ’S]

1) A square matrix A is said to be an orthogonal matrix if .......

A) AA'£1 B) AA'= | C) A=A D) AA=0
2) An orthogonal matrix A is said to be proper orthogonal matrix if ......
A) |Al =1 B) IA] #1 C) Al =-1 D) |A] #-1
3) An orthogonal matrix A is said to be improper orthogonal matrix if ......
A) Al =1 B) |A] #1 C) lAl=-1 D) |A] #-1
4) Determinant of an orthogonal matrix is .....
A0 B) £1 C)?2 D) -2
5) The inverse of an orthogonal matrix A is ......
A) A B) A’ Ol D)0
6) Product of two orthogonal matrices of same order is .....
A) orthogonal B) not orthogonal C) singular D) symmetric
7) Inverse of an orthogonal matrix is ........
A) singular B) symmetric C) orthogonal D) not orthogonal
1 1
8) The matrix A= Y2 V2 |is ...
V2 V2
A) singular B) skew symmetric C) orthogonal D) not orthogonal
(1 V3
9) The matrix A = _3/3 i 1S ....... orthogonal matrix.
2 2
A) proper B) improper C) None of these
10) The matrix A = cos®  —sinby, o orthogonal matrix.
Lsin®@  cosH
A) proper B) improper C) None of these
11) The matrix A = cos®  —sinby, o orthogonal matrix.
l—sin® —cosH
A) proper B) improper C) None of these
[ cos® 0 sinB
12) The matrix A=| 0 1 0 ] 1S ooennee. orthogonal matrix.
l—sin® 0 cos6
A) proper B) improper C) None of these
-8 4 1
13) The inverse of an orthogonal matrix A = é 1 4 —8] is......
4 7 4
-8 4 1 -8 1 4
A1 4 —8] 8)3[4 4 7]
4 7 4 1 -8 4
-8 4 1 -8 1 4
C)14—8] D)447]
4 7 4 1 -8 4
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2 2 1
14) Whether the matrix A = 12 =1 2] is orthogonal?
-1 2 2
A) Yes B) No

15) The condition that the matrix A = [CC" Z] is orthogonal is...

A)a? +b*=c*+d*=1andac+bd=0 B)ad+bc=0

C)a?+b?=c?+d*=0andac +bd=1 D)ad+cd=0
16) A homogencous polynomial of second degree in n variables is called a ....... n
the n variables.

A) quadratic form B) canonical form C) congruent form D) None of these
17) ax? + 2hxy + by? is a quadratic form in ....variables x & y.

A) one B) two C) three D) four

18) xZ + x2 - 3xZ + 4X1X, - X1X3 + BX,X3 is a quadratic formin ...... variables
A) one B) two C) three D) four

19) = X7-1- Xi=1 a;j XiX; is a general quadratic form in ... variables
Al B)i O)j D)n

20) The matrix of a quadratic form g = x2 - 2x2 - 3x2 + 4X;X, + 6X1X3 - 8XpX3 is ...

1 2 3 1 2 3 1 4 6 -1 2 3
A)[z 2 —4] B) [2 -2 —4] C)l4 -2 -8 D)[ 2 2 —4]
3 -4 3 3 -4 -3 6 —8 -3 3 —4 3
21) The matrix of a quadratic form g = x2 - 2x2 + x3 + 2XyX3 is ......
1 0 1 1 0 1 1 0 1 -1 0 1
A)[o -2 o] B)lo 2 oC)[o -2 0 D)[o -2 0]
1 0 1 1 0 1 1 0 -1 1 0 1
22) The rank of a quadratic form q = xZ - 2x3 - 3x3 + 4X1X, + 6X1X3 - 8XoX3 1S ...
A1l B) 2 O3 D) 4
23) The rank of a quadratic form q = x7 - 2x2 + x2 + 2X;X3 is ......
Al B) 2 O3 D)4
24) The quadratic form corresponding to the matrix A = é (3)] IS
A) x2 + 6X1X; B) x - 3x3 C) x? + 3x2 D) x# + 3X1X,
[ 5 0 -3
25) The quadratic form corresponding to the matrix A= [ 0 -2 1 |Is
-3 1 1

A) 5X12 + 2X22 - X?? - BX1X3 + 2XoX3 B) 5X12 = ZXZZ + Xg% - BX1X3 + 2XoX3
C) 5x12 - ZXZZ + X% - 3X1X3 + 1X2X3 D) X12 - 2X22 + X% - 3X1X3 + XoX3
26) The linear transformation X = PY is called a non-singular linear transformation

A) symmetric B) singular C) non-singular  D)skew symmetric
27) A matrix B is said to be congruent to matrix A if there exist a non-singular
matrix P such that B=....
A) AP B) PAP' C) PA D) P'AP
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28) Statement “Every square matrix is congruent to itself” is ......

A) true B) false
29) Statement “If A is congruent to B, then B is congruentto A” is ......
A) true B) false

30) Statement “If A is congruent to B and B is congruent to C, then A is congruent

A) true B) false
31) Two quadratic forms are said to be congruent if there corresponding matrices
are ......
A) not congruent B) congruent C) equal D) not equal
32) A pair elementary row and corresponding elementary column transformations
1scalled .......

A) elementary row transformation ~ B) elementary column transformation
C) elementary congruent transformation D) none of these
33) There are ...... elementary congruent transformation.
A) two B) three C) four D) six
34) To reduce the symmetric matrix A to congruent diagonal form, we apply ......
on both sides of A = Al so that we get diag[ d4, d, ..., d,, 0,0, ...,0] = P'AP
A) elementary row transformation ~ B) elementary column transformation
C) elementary congruent transformation D) none of these
35) Every quadratic form in n variables and of rank r is reduced to sum and
difference of the squares of the new variables. This transformed form is called
....... of given quadratic form.
A) canonical form B) quadratic form
C) congruent form D) linear form
36) A quadratic form q = X'AX in n variables of rank r and index Kk is said to
positive definite if ......
A)r=nandk=r B)r<nandk=r C)r=nandk=0 D)r<nandk=0
37) A quadratic form q = X'AX in n variables of rank r and index Kk is said to
positive semi definite if ......
A)r=nandk=r B)r<nandk=r C)r=nandk=0 D)r<nandk=0
38) A quadratic form q = X'AX in n variables of rank r and index Kk is said to
negative definite if ......
A)r=nandk=r B)r<nandk=r C)r=nandk=0 D)r<nandk=0
39) A quadratic form g = X'AX in n variables of rank r and index k is said to
negative semi definite if ......
A)r=nandk=r B)r<nandk=r C)r=nandk=0 D)r<nandk=0
40) A quadratic form g = X'AX in n variables of rank r and index k is said to
indefinite if ......
A)r=nandk=r B)r<nandk=r C)r=nandk =0 D) k##rand k #0
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